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Abstract 

Background Technological change is impacting the work of health professionals, especially with recent develop-
ments in artificial intelligence. Research has raised many ethical considerations respecting clinical applications of arti-
ficial intelligence, and it has identified a role for professional regulation in helping to guide practitioners in the ethical 
use of technology; however, regulation in this area has been slow to develop. This study seeks to identify the chal-
lenges that health professionals face in the context of technological change, and whether regulators’ codes of ethics 
and guidance are sufficient to help workers navigate these changes.

Methods We conducted mixed methods research in Ontario, Canada, using qualitative content analysis of regula-
tors’ codes of ethics and practice guidance (26 regulators, 63 documents analysed), interviews with 7 representatives 
from 5 health profession regulatory bodies, and focus groups with 17 healthcare practitioners across 5 professions 
in the province. We used thematic analysis to analyse the data and answer our core research questions.

Results We find that codes of ethics focus more on general principles and managing practitioners’ relationships 
with clients/patients; hence, it is not clear that these documents can successfully guide professional practice in a con-
text of rapid technological change. Practitioners and regulatory body staff express ambivalence and uncertainty 
about regulators’ roles in regulating technology use. In some instances, health professionals experience conflict 
between the expectations of their regulator and their employer. These gaps and conflicts leave some professionals 
uncertain about how to practice ethically in a digital age.

Conclusions There is a need for more guidance and regulation in this area, not only for practitioners, 
but with respect to the application of technology within the environments in which health professionals work.

Keywords Technology, Artificial intelligence, Healthcare professionals, Codes of ethics, Professional practice, 
Regulatory guidance, Professional regulation

Introduction
 During the last few years, health professionals have 
experienced an intense period of technological change. 
For example, the COVID-19 pandemic prompted a 

proliferation of virtual care. Post-pandemic shortages of 
healthcare personnel are further encouraging new uses 
of technology to improve access to care, and ease the 
administrative burden on practitioners [1–3]. The use of 
electronic record-keeping and digital scribes continues to 
grow. Developments in generative artificial intelligence 
(AI) are altering work practices and raising questions 
about ethical implementation in a context of limited reg-
ulatory guidance and uncertainty [1, 3–7]. 

Professionals, and the organizations that employ them, 
may be eager to adopt technological changes to enhance 
service delivery, but guidance surrounding ethical 
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technology usage has been lagging [6, 8–10]. Professional 
regulatory bodies are charged with governing practi-
tioner conduct, and there have been calls for them to 
develop policies in this area; [1, 5] however, with limited 
evidence on the ethical and practice implications of tech-
nological change, regulators may be uncertain about how 
to proceed [5]. The prevailing discourses surrounding AI 
are highly optimistic and see its application in healthcare 
as inevitable, while also highlighting risks – a challeng-
ing combination for policymakers [11]. Moreover, since 
technology is often developed by unregulated workers 
outside healthcare, their products are not subject to the 
oversight of health profession regulatory bodies. Thus, 
health profession regulators may be uncertain about their 
role when regulating technology use in the public inter-
est, or what the public interest is in this context.

The emerging literature on AI has highlighted many 
ethical considerations. For example, the question of who 
is responsible for AI outputs, especially in cases where 
incorrect advice has been given, is still being debated 
(including in the courts) [12–14]. Is the technology at 
fault? Those who programmed it? The practitioners who 
used the technology? The organizations mandating its 
use? Concerns surround confidentiality and privacy in AI 
use (and other new technologies) [12, 13]. Patients and 
practitioners have expressed concerns over bias and inac-
curacies [15], that could lead to adverse health outcomes, 
and exacerbate disparities and inequalities in treatment 
[10]. There are concerns that AI will lead to less patient-
centred care, and result in less empathy, trust, and ethi-
cal care [10, 14–16]. Furthermore, it is not clear whether 
health practitioners currently have the competencies 
required to use AI effectively in practice. The lack of 
transparency surrounding AI algorithms, and limited 
research on the impacts of applying AI in healthcare set-
tings exacerbate existing concerns [7, 17]. 

Although the growing literature on AI applications in 
healthcare has raised these concerns and has begun to 
research stakeholders’ experiences [7, 10, 15], research 
has rarely looked at these changes in the context of oth-
ers, which include the adoption of other technologies 
and shifts in ways of working (e.g., expansion of virtual 
practice), as well as workforce shortages, rationaliza-
tion, funding shortfalls, and other workplace challenges 
that may alter health practitioners’ ways of working, and 
create ethical dilemmas for them [18]. Health profession 
regulators’ codes of ethics, guidance, and standards may 
help to guide practitioners through this changing prac-
tice landscape; however, it is not clear whether existing 
standards are sufficient for this purpose. New standards 
have been developed respecting virtual practice in many 
healthcare professions since the COVID-19 pandemic, 
and guidance on AI is being developed, but it is still in 

its early stages of implementation. Whether these ade-
quately address a myriad of concerns (i.e., quality prac-
tice, privacy considerations, equity and access to services, 
practitioners’ technological competence, other ethical 
considerations) is not clear [19]. 

To assess the extent to which regulatory codes of eth-
ics and practice guidance are available to inform Ontario 
health professionals’ use of technology in a context of 
workplace change, we conducted a mixed-methods study. 
Our goal was to learn about what challenges health-
care practitioners were facing with technological and 
workplace change; whether existing codes of ethics and 
practice were sufficient to help workers navigate these 
changes, and whether they faced ethical dilemmas that 
regulator guidance did not address. We sought to hear 
from practitioners and regulators to understand whether 
technological changes generate ethical challenges, and 
how these might be resolved through professional regu-
lation. Through this small-scale study we contribute to 
debates on the ethical dilemmas experienced by health-
care workers in an era of technological change, and the 
challenges of regulating health professionals in this 
context.

Methods
Research context
Health professions are regulated at the provincial level in 
Canada. In Ontario, one act – the Regulated Health Pro-
fessions Act – governs regulation of practitioners in the 
sector [20]. Under the legislation, 26 regulatory bodies 
(called colleges) have been established to regulate over 
30 distinct professions and occupations. The mode of 
regulation is modified self-regulation subject to govern-
ment oversight. Regulatory colleges include all practi-
tioners registered to practice in the jurisdiction, and they 
are governed by a council composed of both practition-
ers (typically elected by their peers) and public citizens 
(usually appointed by the government). These bodies are 
accountable to the state, with oversight from the Ministry 
of Health, and other bodies like the Office of the Fairness 
Commissioner which scrutinizes registration practices. 
All regulatory bodies are expected to issue ethical codes, 
guidance and standards to guide and govern professional 
practice.

Research design
Our research was conducted in 2023 and the first half of 
2024; it had three phases. First, we conducted a content 
analysis of regulated Ontario health professions’ codes 
of ethics and related guidance / standards (N = 63). 
These documents were searched for and purposively 
selected from publicly available documents on regula-
tors’ websites. Codes vary in length from a few pages, 
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to over 25. Some regulators have integrated ethical 
codes into their standards and by-laws (See Appendix 
for the list of documents analysed). The content anal-
ysis was led by BM, a PhD student in sociology, sup-
ported by senior scholar TLA, mid-career researcher 
KL, and early-career researcher SM.

Based on content analysis findings, in our second 
phase, we chose six regulatory bodies for follow-
up, with the goal of interviewing regulators that had 
approached the writing of codes of ethics differently – 
in terms of format, length, and attention to technologi-
cal and workplace concerns -- and to include regulators 
of professions with distinct working environments (i.e., 
hospitals, private practice; self-employed and employ-
ees). Leaders at these regulatory bodies were emailed 
directly (using publicly available email addresses), pro-
vided information about the study, and invited to par-
ticipate. Five of the six colleges agreed to an online 
interview via Zoom; in one instance, three members of 
the college staff team attended the interview. In total 
seven regulatory workers were interviewed. All par-
ticipants were in leadership positions. Interviews were 
led by the lead author (TLA) a senior and experienced 
qualitative researcher, supported by one or more mem-
bers of the research team who asked additional and fol-
low-up questions and took notes. The interview guide 
was created specifically for this study (see supplemen-
tary file). We do not identify participating regulators to 
ensure participant confidentiality.

In the third phase, we held five online focus groups via 
Zoom with a total of 17 health professionals, to explore 
the impact of technological and workplace change on 
professional practice, and whether existing codes of eth-
ics provided adequate guidance. Any registered health 
professional actively practising in the province was eli-
gible to participate, although effort was made to recruit 
practitioners regulated by one of the five regulatory bod-
ies involved in the earlier research phase. Practitioners 
were recruited through LinkedIn, regulatory bodies, and 
professional associations. The 17 participants we talked 
with were from five different professions; including three 
that were regulated by colleges represented in the Phase 
2 interviews. The focus group guide was created spe-
cifically for this study (see supplementary file). All par-
ticipants were promised confidentiality, so their specific 
professions are not identified. We did not collect demo-
graphic information about the participants, although it 
was clear that they had a range of experience in practice 
with some having practised for decades, while others had 
only been in practice for a few years. The focus groups 
were led by senior researcher and sociologist TLA, sup-
ported by PhD student BM. Team members KL and SM 

attended most focus groups, asked additional questions 
and took notes.

Interviews lasted approximately 60  min, while focus 
groups lasted 60 and 90  min. All were audio recorded 
with participants’ consent, and transcribed verbatim. 
Only participants and team members were present dur-
ing the interviews and focus groups. In the interviews 
and focus groups, participants were told that we were 
interested in technological change broadly defined, and 
we asked them to identify technological changes impact-
ing professional practice in their fields. We also asked 
about virtual practice, social media, and AI. We do not 
consider these interviews and focus groups exhaustive 
and acknowledge that the findings are not generalizable. 
At the same time, the interviews and focus groups yielded 
considerable insights from practitioners and regulators 
respecting the challenges of regulating professional prac-
tice in a context of technological change.

Data analysis
The first phase of our research involved content analy-
sis of the codes of ethics, guidance, and related publicly 
available documents retrieved from regulators’ websites 
and Ontario regulations. Analysis was both inductive 
and deductive. Inductively, we read through the docu-
ments multiple times to identify the values, principles, 
and areas of practice singled out for attention within the 
documents. Deductively, we analysed the documents for 
mentions of technology (both generally, and with respect 
to specific applications of technology including virtual 
care, social media, and AI), as well as mentions of work 
context and work relationships. This information was 
coded and analysed through a spreadsheet. Attention was 
paid to what technologies were mentioned in codes of 
ethics and guidance, and whether guidance was provided 
about their use.

We analyzed the interview and focus group data itera-
tively to identify key themes related to ethical challenges 
and technology use. We reviewed the transcripts and 
discussed as a team to identify relevant codes that cap-
tured these themes. Subsequent rounds of coding were 
informed by our research questions and research goals: 
what types of technology were identified by participants 
as being impactful and in what way? What ethical chal-
lenges did practitioners face, and were any of these chal-
lenges related to technological changes? Extracts from 
the different focus groups and interviews were brought 
together for each theme as it was developed, and find-
ings were refined with the research team throughout the 
analysis. Quotes and descriptions are used in our findings 
to support each theme. For this paper, we focus primar-
ily on the ethical concerns practitioners reported in rela-
tion to technology and technological change, and how 
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or whether regulatory interventions might help alleviate 
their concerns.

Data analysis was enhanced by the multidisciplinary 
backgrounds of research team members who had exper-
tise in professional regulation (TA, KL, SM), political sci-
ence (SM), health policy (SM), nursing (KL), law (KL), 
and sociology (TA, BM). Although a co-investigator (KL) 
was a member of a regulated health profession, neither 
she, nor other members of the research team, had a rela-
tionship with any participant.

Ethical considerations and funding
Approval from the Western University Research Ethics 
Board (file #123730) was obtained prior to beginning the 
study. This study was funded by a Regulatory Research 
Award from the College of Optometrists of Ontario. The 
funder did not play a role in the development of the study 
and this manuscript.

Results
Phase 1: Health profession codes of ethics
Generally, Ontario health profession codes of ethics 
emphasize responsibilities to clients/patients and the 
need to maintain competence and conform to standards 
of practice. All colleges had guidance or ethical codes 
touching on these issues, as Table  1 shows. Also very 
common, but not ubiquitous, were guidelines/codes 
respecting relationships with colleagues and coworkers 
(22/26). Most codes of ethics also emphasized general 
principles, which included beneficence, respect, trust-
worthiness, accountability, and fairness. Despite the 
emphasis within codes of ethics on relationships with cli-
ents and coworkers, very few codes address relationships 
between professionals and their employers (or their staff) 
(7/26). Guidelines for employed professionals were quite 
variable with some reminding practitioners that they 
should abide by their employers’ policies, while a few 
advised their registrants that they have a responsibility 
to encourage their employers to establish rules consistent 
with those of the regulatory colleges.

The presence of guidance or codes of ethics address-
ing technology use is variable, and some dimensions have 
received more attention than others. As of mid-2024, 
most health professional regulators had policies or ethi-
cal codes respecting social media use (20/26) and virtual 
practice (17/26); however, only a fifth of regulators (5/26) 
had standards/codes exhorting professionals to be com-
petent in their use of technology, and to use it to sup-
port their knowledge and skills – not as a replacement 
(see Table 1). Statements respecting AI use were also rare 
(6/26), but they were increasing in prevalence; most poli-
cies that explicitly mentioned AI were published in 2024.

It is important to note that ethical codes and guidelines 
differ significantly in comprehensiveness, with some just 
mentioning an issue briefly, while others provide detailed 
guidelines and instructions for their registrants as well as 
case scenarios.

Phase 2: Regulator interviews
In our interviews with regulatory leaders and staff, par-
ticipants frequently mentioned the challenges of keeping 
up with technological changes. One regulator captured 
the sentiments of some others, with respect to the pace 
of change:

Things are changing – moving very fast. You know, 
we might think that we see things on the horizon, 
and then all of a sudden, they’re before us, right? 
Like … AI, we might think that’s something that our 
next generation is going to have to worry about, and 
now it’s like, oh no, we’re actually going to have to 
come up with something. This is actually happening. 
So, I think that the timelines are shorter…. We can’t 
rely on longer processes, we need to make speedy 
decisions to be relevant and to make sure that the 
proper guidance is out there. (R3)

This participant’s phrasing, “come up with something” 
is indicative of the uncertainty the regulators had about 
what exactly new policies should look like. It can take a 
while to assess risks, gather evidence, and develop poten-
tial policies. Regulators were also uncertain in some cases 
about whether or when they should establish standards, 
guidance, and/or codes of ethics about technology use. In 
several cases, we were told that their first step was to send 
out a communication advising careful use of new tech-
nology or awareness of potential privacy considerations.

As demonstrated by our content analysis findings, all 
health profession regulators in Ontario have codes and 
standards emphasizing public protection and compe-
tency. As regulated health professionals, practitioners are 
responsible for maintaining their competence and pro-
tecting their patients and the public from harm. These 
responsibilities remain in the face of technological devel-
opments. One might wonder, then, if guidance or codes 
specific to technology use are necessary.

Most regulators have produced ethical codes and 
guidance respecting social media use and virtual prac-
tice; however, the development of these policies has 
been, for the most part, reactive. Problems emerged 
and regulators developed standards or guidance in 
response. For example, one regulator we spoke to 
explained that their college had developed guidance 
around social media use in response to problems, but 
as issues persisted, they were thinking of moving policy 
to the level of practice standards. Their policies were 
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Table 1 Characteristics of codes of ethics / guidance / standards of Ontario’s 26 health and profession regulatory colleges

Area # Colleges with ethical 
codes/ guidance in area 
(max 26)

Examples

General Principles, Values 19 Pharmacists: Beneficence; Non-Maleficence; Respect for Persons/
Justice; and Accountability
Physicians: Compassion; Service; Altruism; and Trustworthiness.
Nurses: Client Well-Being; Client Choice; Privacy & Confidentiality; 
Respect for Life; Maintaining Commitments; Truthfulness; Fairness.

Protection of Patients / Clients 26 Pharmacists should “ensure that their primary focus at all 
times is the well-being and best interests of the patient”; optimize 
health outcomes for patients; be well-informed about their 
patients’ needs; and provide all information needed (p.5) [21]. 
Pharmacists are also expected to avoid harm and conflict of inter-
est; protect the patient’s right to privacy and confidentiality; 
and ensure that “the healthcare professional/ patient relation-
ship is not exploited by the member for any personal, physical, 
emotional, financial, social or sexual gain” (p. 7). Pharmacists 
are expected to respect “the vulnerability of patients”; respect 
patients’ autonomy and dignity; treat them with “sensitivity, car-
ing, consideration and respect” (p. 8); Pharmacists are expected 
to respect the patient’s right of informed decision-making. Phar-
macists are expected to “recognize the power imbalance inherent 
in the healthcare professional/patient relationship and assume 
responsibility for maintaining appropriate professional bounda-
ries at all times” (p. 9) [21].

Respectful treatment of colleagues (including rules 
against discrimination, harassment)

22 Physicians and surgeons should collaborate with and support 
colleagues and other health professionals, which entails “not 
only getting along and treating others with respect” but also “rec-
ognizing and accepting the unique roles and contributions 
of other health professionals” (p.9) [22]. Examples of potential 
collaborations are “the exchange of information; develop-
ing collaborative guidelines; fostering positive relationships 
at the institutional level; sharing decision-making, where appro-
priate and in the patient’s best interest; and developing policies 
that ensure quality of care” (12) [22].

Competence, skills, quality services 26 Physiotherapists are expected “to use their knowledge 
and expertise to promote high quality, competent and ethical 
care for patients and thereby instill in the public, confidence 
in the profession“(p.1) [23].
Optometrists are expected to meet the standard of practice 
of the profession; not practice if impaired by substance or condi-
tion; not practice beyond their experience and competence; 
not practice without authorization and not supervise those 
without authorization; always use appropriate terms, titles, 
and designations… [24]

Social Media 20 Dental surgeons are encouraged to maintain professional 
boundaries when interacting with clients online and to include 
all interactions in patients’ files. They are encouraged to very 
carefully consider friendship requests from a patient; reminded 
that online privacy is never absolute; asked to avoid unprofes-
sional, inappropriate or unethical behaviour; and avoid making 
derogatory comments about “individuals, groups, or organiza-
tions” [25].

Virtual Practice 17 Physicians and surgeons “must continue to meet the stand-
ard of care and the existing legal and professional obligations 
that apply to care that is provided in person” (p. 2). There are 
guidelines to (1) Protect personal health information and ensure 
privacy, security, and confidentiality; (2) Require informed consent 
from the patient; (3) Determine whether virtual care is appropri-
ate, and always prioritize in-person care; (4) Ensure high quality 
of care at all times; and (5) Ensure compliance with licensing 
requirements when willing to offer care to an Ontario patient 
when the patient is out of Ontario or when the physician is out of 
Ontario [26].
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informed by those of other colleges. It was harder to 
be proactive and regulate before problems occurred. 
For example, one participant explained that they had 
begun to explore international practices in AI regula-
tion, but at the time of our interview were not yet ready 
to formulate a policy; more “deep thinking” (R3) was 
required.

Practitioner questions and concerns also shaped 
regulators’ policies. Professionals grappling with ethi-
cal dilemmas, or who were uncertain about what their 
responsibilities were with respect to technology use, 
might call their regulatory college for advice (or to high-
light a colleague’s negative behaviour). Many regulators 
had staff members working as practice advisors whose 
job was to answer practitioner questions and support 
them to work out the answers:

A lot of [practitioners] would call us for practice 
advice with ethical issues. And our role as a practice 
advisor was not to tell them what to do, but just kind 
of give them the tools necessary to help them make 
their own decision. (R1)

As we have seen, regulators do not always have clearly 
defined policies respecting technology use, and many 

codes of ethics identify general principles rather than 
concrete advice (which is more common in standards or 
guidance).

Regulators were aware that their mandate prioritized 
public protection and the public interest. Providing 
support to members appeared to be a ‘member service’ 
and hence, some asserted, something that professional 
associations should provide – not regulatory bodies. In 
Ontario, health profession regulatory bodies and associa-
tions are separate organizations with different mandates; 
the former regulate in the public interest, while the lat-
ter represent professionals and their interests. Providing 
guidance about ethical behaviour and good practice is an 
area of potential overlap between these organizations. 
From a regulator’s point of view, answering practitioners’ 
questions about ethical conduct could be said to serve the 
public interest by preventing harm; however, too much 
support might suggest that the regulator was focused on 
supporting practitioners, which could be perceived as a 
violation of their role.

We have advised [practitioners] about the impor-
tance of cybersecurity, because there’s a need to pro-
tect patient health information…. So we have done 

Table 1 (continued)

Area # Colleges with ethical 
codes/ guidance in area 
(max 26)

Examples

Technological competence 5 Psychologists and behaviour analysts “using technology must a. 
maintain and address current knowledge of the risks associ-
ated with that use; b. Registrants must be competent in the use 
of technology they adopt; c. Registrants are free to responsibly 
utilize technological advances … but technology may not be 
used instead of registrants’ own professional knowledge, skill 
and judgment. Such professional activities must always be 
actively reviewed by registrants …. and d. Registrants must 
ensure, as part of the informed consent process that clients 
understand how technology is being used to assist them, any 
risks of technological error, and what risks there are to their 
privacy when personal information is being used, stored, or trans-
mitted within an external technological application“(p.28) [27].

Artificial Intelligence 6 “When using artificial intelligence (AI) tools …. [dietitians should] 
apply professional judgment to review AI output and ensure 
that the information generated when editing or creating content 
is consistent with equity, diversity, and inclusion principles”. Addi-
tionally, dietitians should “uphold human autonomy when using 
technology, including Artificial intelligence (AI) tools, ensuring 
individuals retain decision-making authority, especially regard-
ing person-centred outcomes.” [28]

Employment challenges / Relations with Employers 7 Psychologists and behaviour analysts: “Registrants working 
as employees must demonstrate efforts to ensure that their 
work settings adhere to applicable statutes, regulations, 
standards, codes of ethics, and guidelines” (p. 6). “Registrants 
required by an employer to engage in conduct which is contrary 
to the standards of the profession are expected to advocate 
for changes within the workplace but are not expected to put 
livelihood at risk”(p.7) [27].
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that. Now, we’re also cognizant of our role as a regu-
lator as opposed to being a member services organi-
zation like the association. We believe that’s their 
role … (R2).

Since professional regulators handle complaints, 
investigations, and discipline against practitioners, our 
interviewees further explained that practitioners might 
reasonably be reluctant to contact them for support.

[T]he college is not a place that health profession-
als really want to expose their vulnerabilities to 
out of fear of, you know, certain consequences. So I 
would say that the association would probably have 
a much better sense of those complex issues that 
they’re bringing to them to help them figure out. (R3)

Overall, whether because of their uncertainty about 
the ethical implications of technology use, or their reluc-
tance to provide too much support to practitioners facing 
dilemmas, regulators were not quick to implement policy 
in this area.

A further complication is the fact many health profes-
sionals are employed by others, and employers might 
also make demands regarding technology use – demands 
that could run counter to the college’s own requirements. 
Such instances include respecting practices in electronic 
record-keeping (R1, R5), doing work for which practi-
tioners lacked competency (R4), or “cutting corners … if 
an employer doesn’t feel that something needs to be done 
even though the college requires it” (R1). Regulators were 
aware of such conflicts; however, they viewed them as 
outside their purview.

And we just have to keep saying, ‘Look, we don’t 
regulate the practice owner. We don’t regulate busi-
nesses or organizations. We regulate you [the practi-
tioner], which means that you’re on the hook to make 
things right.’ (R5).

Consistent with the advice provided in Table 1, practi-
tioners could be encouraged to convince their employers 
to change their practices.

Phase 3: Focus groups with practitioners
The healthcare practitioners who spoke with us had 
much to say about technological change, ethical chal-
lenges, and regulator guidance. Most practitioners were 
excited about recent and future technological develop-
ments that held promise to enhance practice. Several par-
ticipants told us they had consulted regulators’ guidance 
and codes of ethics surrounding technology use. A few 
had called their college for advice about ethical dilemmas 
related to technology use. Our participants were divided 
about the usefulness of college guidance and codes of 

ethics. Some appreciated the emphasis on general princi-
ples in codes of ethics.

I do appreciate how loose some of the guidelines 
may be. And I think it’s really an invitation for 
one’s clinical judgment. Because the cost of being 
too rigid, and strict with guidelines is that I don’t 
think the college has the capacity to capture every-
thing, all types of different scenarios. (FG5)

Applying these principles to concrete situations could 
be difficult, however:

You know, you can look at a code of ethics for like…
guiding principles, right? And you can look at 
those, but if nobody’s taught you how to think criti-
cally… (FG1).

One participant warned against too prescrip-
tive guidelines: “you also don’t want the regulators to 
have such a heavy hand that they stifle the innovation 
and the development of AI technology” (FG3). At the 
same time, this participant agreed with others that 
“there needs to be more guidance and direction from 
regulators”:

I think that the standards have been beefed up 
since probably 5–7 years ago, because of all of the 
shifts recently. Do I think that they’re sufficient? I 
do not. (FG5)
When those sorts of situations come up, and I 
look at the standards, it’s not sufficient … to sup-
port good practice, because those are the moments 
where you’re relying on the standards for some 
support, and it just kind of falls short. (FG5)

Participants identified a few factors contributing to 
the challenges in this area. First, as new  technologies 
develop it is difficult for regulators to determine  what 
risks might accompany their implementation. As we 
have seen, regulation is often reactive:

It’s always one or two steps behind playing catch up 
… Meanwhile, the profession’s already embraced AI 
or already embraced, you know, digital records, and 
it’s like, oh, now that’s a problem. Now, we have to 
set the rules. (FG1)

It’s like they’re building the plane as they’re flying 
it. (FG5)

As these participants indicate, in the midst of techno-
logical change, formulating policy can be a challenge. 
In response, regulators might issue guidance instead, 
but this could be so vague as to be unhelpful:

There was one communiqué [about AI], and I say 
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one, and it said, “Use with caution.” (FG5).

This participant was left with many questions about 
incorporating AI into their own practice.

Second, some practitioners found regulatory guid-
ance to be of limited utility when faced with employer 
demands that ran counter to their codes of ethics. Some 
private-sector employers threatened dismissal if profes-
sional employees did not follow their rules.

I’m trying to hold up my ethics, with what I know 
is right, as a …professional, but to have somebody 
that’s essentially the [office] accountant looking 
down at me and saying, we’re not going to be able 
to pay you this month, if you don’t do what we say. 
How am I supposed to upkeep what I know is right? 
(FG2)
They only regulate the registrants, so they don’t 
really have jurisdiction in terms of what a private 
company may do… (FG3).

While regulators encouraged practitioners to inform 
employers about their ethical responsibilities and 
encourage them to develop policies consistent with them 
(as noted above), participants did not see this as a realis-
tic option:

You can look to the code of ethics and go, ‘Okay, wait 
a minute. I am right’ … But now, what are you going 
to do? Are you going to take that to your boss … like, 
‘here’s my code of ethics. This is what I’m supposed to 
be doing’ …. They’re going to look at you like you’ve 
got two heads. (FG2)

Participants in these situations questioned whether 
regulator policies and codes of ethics respecting technol-
ogy were even relevant:

I just don’t think changing the code of ethics is going 
to move mountains. Like I think there will be no – it 
won’t move the needle at all. (FG2).

Finally, there was a sense among some of our par-
ticipants that regulator policies were out of touch with 
the complexity of the technologies and their use. For 
instance, regulators’ social media policies typically 
address the blurring of professional-patient relationships 
on social media, and encourage professionals to separate 
their professional and personal social media accounts. 
However, these policies do not always account for the 
complex ways in which social media is being used:

[P]rofessionals, you know, might have like a profes-
sional Instagram or a professional TikTok, where 
they do… you know, these videos or reels to educate 
patients. But a lot of times patients also try and 
reach out in direct messages. And they might be ask-

ing, you know, very in-depth questions that might be 
even personal or borderline leading to like an assess-
ment. So I think there needs to be some better guide-
lines on the use of social media. (FG3)

Use of AI in practice was another area of concern:

This technology is so new and so untested, that it 
becomes one that we have to be extremely careful 
with it. Because I mean, anyone that’s used Chat-
GPT, or any one of these things, it’s a fascinating 
kind of technology…. But at the end of the day, on 
the other end, there’s a patient there that we can’t 
really risk having them be the ones that get messed 
up. So I think there are very easy regulations that 
can be put in, such as making sure that the [profes-
sional] is the one making the final call. But I think as 
AI becomes better and better, this is going to become 
a much more complicated issue in terms of what reg-
ulations need to be put in. What guidelines need to 
be put in. (FG3)

Many questions remained for most of our study par-
ticipants about how technological change could be 
addressed effectively through regulation.

Discussion
Calls for enhanced regulation around AI use in health 
professional practice are growing, with some commenta-
tors calling for co-ordinated efforts implemented quickly, 
before AI use becomes more widespread [1, 14]. How-
ever, the issues surrounding AI’s implementation are 
complex, and co-ordination, proactivity and fast  action 
in this domain are challenging since identifying risks and 
responsibilities is difficult. The technological changes 
facing health professionals in Ontario extend well beyond 
AI, however, and include virtual care, social media use, 
questions of technological competency, and other devel-
opments. The confluence of these changes and concerns 
– that impact not only professional workers, but also the 
work of regulators [29, 30] – has created challenges for 
regulators and practitioners alike.

Our mixed methods research study examined 
whether codes of ethics provide adequate guidance for 
regulated health professionals navigating technological 
change in the province of Ontario, Canada. The content 
analysis of health profession codes of ethics revealed 
that guidelines respecting social media use and virtual 
practice were common, but few colleges had guidance 
respecting technological competency or AI in practice 
(the latter was increasing). Regulators’ codes of eth-
ics typically emphasized general principles, relation-
ships with patients/clients, and competency. Regulators 
expressed uncertainty about regulating professionals’ 
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use of technology, and practitioners questioned how 
useful regulators’ codes and guidance were since they 
tended to be general and removed from practice con-
texts. Regulators held that they were not well-placed 
to support practitioners grappling with technological 
change since their primary mission is public protection. 
Moreover, regulators have no control over practition-
ers’ practice environments, and hence their ability to 
influence how technology is used in practice is delim-
ited. In some instances, practitioners experience con-
flict between the expectations of their regulator and the 
expectations of their employers. The result is a gap in 
guidance and a lack of clarity around ethical practice, 
leaving practitioners with some uncertainty about how 
to practice ethically in a digital age.

Regulators (and practitioners) identified several chal-
lenges they grappled with when considering the ethical 
implications of technological change. First, professional 
regulation is fundamentally reactive: regulators respond 
when risks are identified and problems arise. Because it is 
difficult to anticipate risks and ethical challenges associ-
ated with technology use, regulators end up creating pol-
icy ‘on the fly’. Second, there was some ambiguity around 
regulators’ responsibilities: while helping practitioners 
navigate ethical challenges associated with technology 
use and accompanying workplace changes might miti-
gate future harm to clients, several of our interviewees 
felt that actively advising practitioners was outside their 
mandate.

Third, professional regulation in Ontario focuses on 
ensuring public safety through overseeing practitioner 
competence and conduct. Professional regulation dates 
from the nineteenth century, when most regulated pro-
fessionals were self-employed. Provincial professional 
regulators in the health sphere have little-to-no govern-
ance authority over professionals’ workplaces. At least 
some professional employees told us that their employers 
made it difficult to meet college expectations for good, 
ethical practice [29]. Fourth, there is so much optimism 
surrounding AI (and other technologies) that at least 
some regulators and practitioners appear concerned 
about implementing policies that might deter innovation 
or progress, or that might be too proscriptive. However, 
there is a risk that a lack of regulation in this area might 
exacerbate ethical challenges for professional practition-
ers who are uncertain what their ethical obligations are 
in the context of new technologies. Finally, regulatory 
bodies emphasize practitioner competence, but few have 
seriously considered whether they need to establish regu-
lations around competence in technology usage. Some 
regulators explicitly advise practitioners about their 
responsibility to be competent in the use of technologies 
in practice; however, in related research we have found 

that other regulators assert that ‘competence is compe-
tence’ and there is no need for specific guidelines around 
technological competency [30]. 

Despite these challenges and areas of uncertainty, there 
is a clear need for enhanced regulation in this area to pro-
mote ethical use of technologies in professional practice. 
As others have argued, policy development in this area 
will require more discussion and collaboration between 
regulators, practitioners, and other stakeholders includ-
ing government, technology developers and employers 
[1, 10]. Ethical guidance may need to account for the 
fact that practitioners’ technology use is not always up 
to their discretion. Employers and employing organiza-
tions may also require regulation to ensure ethical use of 
AI and other technologies. The application of technology 
cannot be left up to technology companies and employ-
ers, since they are not typically held to the same ethical 
commitments and public interest obligations as regulated 
health professionals.

Study limitations and future research
Our study was small in scope. While the content analy-
sis reviewed all available documents from all health pro-
fession regulators in the province, interviews were only 
conducted with seven staff members at five regulatory 
bodies and focus groups with seventeen practitioners 
spread across five health profession regulatory bodies. As 
such, our findings are not generalizable to all regulators 
and health professionals in the province of Ontario, let 
alone outside this jurisdiction. Nonetheless, this explora-
tory research does illuminate challenges with regulating 
ethical practice in a context of technological change that 
appear to be impacting people in other jurisdictions as 
well [1, 15]. These challenges are worth exploring in more 
detail in future research with larger samples.

Furthermore, our sample of regulators was purpo-
sive: we sought to interview a cross-section of regulators 
who had different policies respecting the use of technol-
ogy, and who regulated workers in a variety of practice 
settings. Unfortunately, we were unable to recruit prac-
titioners from all the professions regulated by the regu-
latory bodies represented in the interview phase of the 
project. Furthermore, we only had the capacity to hold 
a limited number of focus groups, and hence success-
fully recruited and included only 17 health practition-
ers. There is no reason to believe that our participants 
in either the focus groups or interview phases were rep-
resentative of their professions, or other health profes-
sionals. It is likely that there was a selection effect among 
focus group participants whereby those who had more 
experience with, or interest in, ethical dilemmas volun-
teered. This was helpful to us, though, giving us insight 
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into the concerns of practitioners who had given some 
thought to the issues we were exploring.

Future research should involve a wider array of prac-
titioners and regulators, across regions, to explore the 
ethical impact of technological change in more depth. 
Furthermore, this area is shifting with technologi-
cal changes occurring rapidly and regulatory guidance 
expanding accordingly. A follow-up study to ascertain 
whether new guidelines respecting AI are helpful in 
regulating in this area is warranted. Previous research 
on technological change (and especially AI implemen-
tation) has not highlighted the role of organization and 
employment context; however, this is an area requiring 
further exploration. The contexts in which technology 
is introduced and how it is applied could impact ethical 
challenges associated with its use.

Conclusion
Increasingly, researchers have explored the risks and 
ethical considerations associated with the introduc-
tion of AI into healthcare. Some of these risks can be 
mitigated by regulation of health professional practice; 
however, regulators have been slow to implement ethi-
cal guidance concerning the use of AI. Our exploratory 
research has found that in Ontario, Canada, there is 
limited regulatory guidance and codes of ethics related 
to the use of technology in practice (with the exception 
of recent guidance on virtual care and social media). 
Regulators find it difficult to identify risks, and are, 
at times, uncertain about how to proceed. Practition-
ers find that current guidance is frequently insufficient 
to support them as they navigate ethical dilemmas 
stemming from the changing nature of practice. This 
research has highlighted the lack of, and need for, more 
regulation to promote ethical practice in a digital age. 
It has also identified some limitations with current 
modes of professional regulation, with ethical impli-
cations, and therefore provides support for arguments 
that regulating technological change like AI requires 
a multi-pronged approach that extends beyond the 
practitioners that use it, but also those that develop 
and apply it. Such an approach appears necessary if 
we are to overcome the many risks associated with AI 
and other technologies and promote ethical healthcare 
practice that serves the public interest.
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