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Abstract 

Institutions are increasingly employing algorithms to provide performance feedback to individuals by tracking pro-
ductivity, conducting performance appraisals, and developing improvement plans, compared to traditional human 
managers. However, this shift has provoked considerable debate over the effectiveness and fairness of algorithmic 
feedback. This study investigates the effects of negative performance feedback (NPF) on the attitudes, cognition 
and behavior of medical researchers, comparing NPF from algorithms versus humans. Two scenario-based experi-
mental studies were conducted with a total sample of 660 medical researchers (algorithm group: N1 = 411; human 
group: N2 = 249). Study 1 analyzes the differences in scientific misconduct, moral disengagement, and algorithmic 
attitudes between the two sources of NPF. The findings reveal that NPF from algorithms shows higher levels of moral 
disengagement, scientific misconduct, and negative attitudes towards algorithms compared to NPF from humans. 
Study 2, grounded in trait activation theory, investigates how NPF from algorithms triggers individual’s egoism 
and algorithm aversion, potentially leading to moral disengagement and scientific misconduct. Results indicate 
that algorithm aversion triggers individuals’ egoism, and their interaction enhances moral disengagement, which 
in turn leads to increased scientific misconduct among researchers. This relationship is also moderated by algorithmic 
transparency. The study concludes that while algorithms can streamline performance evaluations, they pose signifi-
cant risks to scientific misconduct of researchers if not properly designed. These findings extend our understand-
ing of NPF by highlighting the emotional and cognitive challenges algorithms face in decision-making processes, 
while also underscoring the importance of balancing technological efficiency with moral considerations to promote 
a healthy research environment. Moreover, managerial implications include integrating human oversight in algorith-
mic NPF processes and enhancing transparency and fairness to mitigate negative impacts on medical researchers’ 
attitudes and behaviors.
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Background
In the digital age, algorithms have permeated various 
fields, emerging as pivotal elements for organizational 
development. They are instrumental in enhancing service 
quality, minimizing costs, and optimizing the allocation 
of resources [129]. Building on these advancements, the 
application of algorithms now extends to the feedback of 
individual performance, reflecting their growing role in 
more personalized aspects of organizational operations. 
By leveraging big data analytics, organizations delve into 
biometric and online behavioral data to uncover pro-
found insights into individual performance and emo-
tional dynamics [7, 108]. Then, utilizing sophisticated 
statistical models and decision-making algorithms, they 
provide a holistic feedback of individuals’ performance 
[113]. Taking the Diagnosis-Related Group (DRG) perfor-
mance feedback system, commonly adopted by Chinese 
medical institutions, as an example, this system has dem-
onstrated its significant effectiveness in refining medical 
management and enhancing service quality. Further, with 
the widespread adoption of advanced technologies such 
as artificial intelligence, big data analysis, deep learning, 
and neural networks, the precision and efficiency of per-
formance feedback algorithms are experiencing substan-
tial improvements. Compared to using algorithms for 
performance feedback, traditional human decision-mak-
ing (such as managers, supervisors, etc.) is susceptible 
to factors like past experiences and emotions, leading to 
misleading outcomes or decision errors. Algorithms can 
process and analyze complex datasets, avoiding fatigue 
and emotional interference, thus providing a more scien-
tifically and rational performance feedback method. For 
research institutions, algorithms also have been exten-
sively applied to various aspects of scientific evaluation. 
For example, big data is used to comprehensively assess 
scientific outcomes such as the quantity and quality of 
researchers’ academic outputs, academic influence, and 
innovation capacity. This includes the number of publi-
cations and citations, the number of project applications 
and their novelty, as well as academic collaborations and 
exchanges. Therefore, the algorithms in performance 
feedback can identify patterns, trends, and insights that 
humans may overlook and make decisions based on data. 
However, while the applications of algorithms in per-
formance feedback has brought revolutionary progress, 
it also faces unprecedented challenges, especially when 
using algorithms to provide individuals with negative 
performance feedback (NPF). For instance, in 2019, a for-
mer Microsoft employee shared on social media how he/
she was dismissed due to an erroneous evaluation of his/
her job performance by Microsoft’s performance feed-
back algorithm. This incident sparked widespread public 
attention on the transparency and fairness of algorithmic 

decisions-making. Similarly, in 2020, Google employees 
revealed that the company used algorithms to assess indi-
vidual performance and promotion opportunities. There 
was a growing concern that such algorithms could exac-
erbate quantitative disparities, as they might overlook 
qualitative work outcomes like leadership and creativity, 
focusing excessively on quantifiable metrics.

Such cases are not uncommon, reflecting that NPF 
from algorithms often tend to be more stringent and 
uncontrollable. This is because NPF from algorithms are 
often based on big data samples and machine learning 
models, which may be seen as quantitative and decon-
textualized. This feedback may be affected by data qual-
ity, sample bias, and algorithmic limitations, leading to 
inaccuracies and distortions. Additionally, the algorithms 
lack the capacity to explain NPF, which can easily result 
in individuals feeling unfairly treated, as the reasons 
and basis for NPF are difficult for them to accept. Once 
procedural unfairness arises, individuals may be less tol-
erant of the NPF from algorithms. It is undeniable that 
some individuals can learn from NPF and be motivated 
to strive towards work objectives. However, when the 
sources of NPF (algorithms or humans) differ, the effects 
on individuals’ cognition, attitudes, emotions, and behav-
iors can be distinctly different. As a result, some scholars 
proposed that individuals may tend to accept NPF from 
humans and reject suggestions from algorithms. This 
inclination is known as algorithm aversion [36]. Algo-
rithm aversion can lead to a variety of psychological and 
behavioral reactions, including doubts about the validity 
of algorithmic feedback and a reluctance to accept their 
recommendations [21, 82]. For medical researchers, it 
may even drive them to engage in unethical behaviors 
like data tampering, plagiarism, or fabricating results to 
avoid the negative feedback of algorithms. These behav-
iors jeopardize the reputations and careers of medical 
researchers and introduce inaccuracies and instability 
into scientific research. Consequently, the question of 
whether algorithms or humans should provide NPF has 
raised a critical issue: how to ensure that the NPF from 
algorithms in the research field is not only technologi-
cally advanced but also sufficiently considers the ethi-
cal acceptability and psychological impact on medical 
researchers.

Previous studies have investigated the key factors 
influencing algorithm aversion from perspectives such 
as algorithmic errors, privacy concerns, and misattribu-
tion [36, 37, 41, 76, 110]. Scholars believe that individu-
als form basic cognition and judgments based on their 
experiences and environment [83, 90]. When individu-
als observe errors or opacity in algorithms, they not 
only tend to trust human decisions over algorithms but 
also may worry about privacy violations. Additionally, 
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individuals believe in their decision-making capabilities 
over those of algorithms,thus, when receiving NPF from 
algorithms, they are likely to attribute the failure to algo-
rithmic faults rather than their own shortcomings [64]. 
Furthermore, unfamiliarity with algorithms can heighten 
algorithm aversion [82]. Medical researchers, often lack-
ing specialized knowledge in computational algorithms, 
are more likely to exhibit negative reactions towards 
them. Therefore, a thorough exploration of the complex 
ethical cognition and emotional responses triggered by 
algorithm aversion among researchers receiving NPF is 
crucial for uncovering the deep psychological mecha-
nisms and dynamic processes behind human-algorithms 
interactions in the digital age.

In summary, this study aims to explore the impact of 
NPF provided by both algorithms and humans on the 
behavior and psychology of medical researchers. Two 
scenario-based experimental studies were designed. 
Study 1 compares the effects of NPF from algorithms 
versus humans, analyzing whether there are differences 
in the scientific misconduct, moral disengagement, and 
algorithmic attitudes. Drawing on trait activation theory, 
Study 2 investigates how NPF from algorithms triggers 
feelings of algorithm aversion and how these emotions 
interact with an individual’s egoism, potentially lead-
ing to moral disengagement and scientific misconduct. 
This study proposes that internal traits of individuals are 
activated by changes in situations, leading to an interac-
tion that produces corresponding cognition and behav-
iors. This interaction follows the pathway mechanism 
of “Trait × Situation → Cognition → Behavior,” illustrat-
ing how dynamic interacts between personal traits and 
situational factors influence cognition and behaviors. By 
analyzing the changes in individual psychological moti-
vations when faced with NPF from algorithms and how 
these changes affect their moral cognition processes, this 
study aims to provide a deep understanding of the ethi-
cal dilemmas and challenges associated with algorithmic 
decision-making. Additionally, it offers theoretical and 
managerial suggestions on how to construct more equita-
ble and transparent algorithmic feedback systems to fos-
ter scientific integrity.

Theory and hypotheses
Feedback from algorithms or humans? fundamentals 
of medical researchers’ NPF
Individual performance feedback are integral to organi-
zations, involving the gathering of job-related data, the 
assessment of performance, and the provision of guid-
ance for improvement [6, 101]. These activities form the 
core of the managerial function of information, which 
necessitates the continuous monitoring of the work-
place, including individuals, to generate, process, and 

disseminate relevant data [88]. As algorithm technology 
advances, it is increasingly utilized in data analytics to 
make accurate and comprehensive predictions [54], sug-
gesting that algorithm has the potential to perform the 
role of managers in these information functions.

The question then arises: who should provide NPF to 
medical researchers, an algorithm system or a human 
manager? The integration of algorithms into scientific 
research presents significant potential for enhancing the 
efficiency and accuracy of performance feedback. How-
ever, this change raises important considerations about 
the nature and effectiveness of NPF in a research setting. 
Medical researchers may perceive NPF from algorithms 
differently than from human, due to the unique charac-
teristics of algorithmic feedback, such as its objectivity, 
consistency, and lack of emotional nuance. This dispar-
ity may lead to differing perceptions of feedback qual-
ity, trust in the feedback provider, and ultimately, the 
researchers’ reaction to the NPF. Specifically, NPF from 
algorithms may lead to a disconnect between the feed-
back and the researcher’s emotional state, potentially 
leading to a sense of detachment or even resentment. In 
contrast, NPF from humans can be tailored to the medi-
cal researcher’s circumstances and emotions, fostering a 
sense of empathy and understanding. This personalized 
approach can help them to feel supported and moti-
vated to make the necessary changes in their underval-
ued performance. Additionally, human managers can 
provide context and explanation for the NPF, which 
can help medical researchers to understand the reasons 
behind the undervalued performance and how to address 
the issues raised. Therefore, the question of who should 
provide NPF is not merely a technical consideration but 
a complex issue that involves ethical, psychological, and 
organizational factors. This study aims to investigate the 
impact of NPF provided by algorithms versus humans on 
researchers’ scientific misconduct, moral disengagement, 
and algorithmic attitudes.

Scientific misconduct within research settings encom-
passes behaviors that breach recognized ethical norms 
across various stages of scientific research, such as pro-
ject application and approval, the conduct of research, 
and the publication of findings. These behaviors include 
plagiarism and data fabrication [52, 98, 138]. Studies 
have shown that the unreasonable evaluation and reward 
mechanisms lead to the excessive depletion of research-
ers’ psychological resources during involution process 
[81, 86, 104]. This state of emotional exhaustion can 
further trigger scientific misconduct [75]. When organi-
zations provide NPF, the pressures from peer competi-
tion, academic status, research assessments, and career 
advancement induce increasing uncertainty about the 
future for researchers, thereby reducing their sense of 
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self-efficacy in their research abilities [115]. Particu-
larly when such feedback are linked to promotions 
and salaries, medical researchers might opt for “short-
cuts” to secure their jobs or improve their reputation. 
Driven by the need to alleviate anxiety and safeguard 
their career stability, they may resort to unethical prac-
tices to achieve their expected performance targets [51]. 
Drawing on the aforementioned NPF’s impact on scien-
tific misconduct, we argue that different NPF providers 
(algorithms vs. humans) have significant differences on 
medical researchers’ misconduct for three reasons. First, 
NPF from algorithms is typically based on data and lacks 
the emotional and empathetic aspects that humans can 
provide [105]. The lack of emotional engagement in NPF 
from algorithms can lead medical researchers to feel 
undervalued or misunderstood, potentially exacerbating 
their stress and anxiety. This emotional state may push 
some medical researchers to resort to unethical means 
to cope with pressure, such as fabricating data or plagia-
rizing, in order to enhance their research performance. 
Then, the absence of tailored guidance in NPF from algo-
rithms can lead medical researchers to perceive a lack of 
targeted support and assistance [38, 44, 94], which can 
influence their work attitudes and behavior. In the face 
of pressure and challenges, they may be more inclined 
to engage in unethical behavior [84]. In contrast, when 
NPF is provided by humans, they are able to offer emo-
tional support and personalized understanding [40, 124], 
which may assist medical researchers in better coping 
with pressure and challenges. The humanized nature of 
managerial feedback can enhance a sense of belonging 
and trust among researchers, thereby reducing the risk of 
scientific misconduct.

Moral disengagement refers to a set of cognitive ten-
dencies in individuals that include redefining their 
behaviors to appear less harmful and minimizing their 
responsibility for negative outcomes [9, 94]. Research 
indicates that moral disengagement can take place 
through mechanisms such as moral justification, advan-
tageous comparison, diffusion of responsibility, distor-
tion of consequences, and attribution of blame. These 
mechanisms effectively weaken internal moral condem-
nation [8, 10]. As a result, moral disengagement can 
facilitate a range of unethical behaviors. This may include 
interpersonal deviance [55, 96], workplace deviance [43, 
56, 91, 109], workplace incivility [27, 58], and pro-organ-
izational unethical behaviors [11, 25]. Additionally, it can 
lead to broader organizational misconduct, such as cor-
ruption and illegal activities. We propose that the dif-
ferences between NPF from algorithms and NPF from 
humans in terms of moral disengagement are attributed 
to distinct differences in the feedback mechanisms cog-
nitive processing, and emotional impact. Firstly, NPF 

from algorithms is typically based on pre-established 
rules, tending to objectively and fairly evaluate an indi-
vidual’s behavior without being influenced by emotional 
factors. This mode of feedback may focus more on facts 
and data, with less consideration for individual moral 
responsibility. Consequently, when individuals receive 
NPF from algorithms, they may be more inclined to 
rationalize their behaviors or attribute responsibility to 
external factors, thus exhibiting a higher propensity for 
moral disengagement. In contrast, NPF from humans 
often involves more interpersonal interaction and emo-
tional factors. Humans, in providing feedback, may 
consider not only work performance but also individual 
traits, work attitudes, and team dynamics [26, 118]. Con-
sequently, humans’ feedback may be more complex and 
diverse, encompassing not only the feedback of facts but 
also judgments of the individuals’ moral qualities [103]. 
This kind of feedback may more directly affect their 
sense of morality and responsibility, making it more dif-
ficult for them to alleviate internal guilt through moral 
disengagement. Furthermore, there may be differences 
in the cognitive processing of feedback from algorithms 
and humans. Due to algorithms’ lack of human charac-
teristics, individuals may perceive them as an objective 
feedback tool rather than linking it to their own moral 
qualities. However, humans, as entities with emotional 
and social attributes, often evoke a more personalized 
response from individuals, influencing their self-percep-
tion and moral judgment. Thus, we propose that:

Hypothesis 1: There are significant differences in med-
ical researchers’ scientific misconduct and moral dis-
engagement depending on whether the NPF provided 
by algorithms or humans.

Aversion to algorithms or humans? preferences in NPF 
makers
Although algorithmic decision-making has brought 
revolutionary improvements to societal efficiency due 
to its significant advantages, individual seem reluctant 
to embrace this emerging technology despite its power-
ful computational capacity and precise predictions [37]. 
This hesitation stems from concerns about the transpar-
ency and interpretability of algorithms, as well as wor-
ries regarding the ethical and fairness implications, and 
issues related to data security and privacy [32, 61, 121]. 
Additionally, in managerial practices such as recruit-
ment, promotion, dismissal, and motivation, individuals 
tend to perceive algorithmic decisions as merely quanti-
tative and decontextualized [80, 121]. They believe that 
feedback provided by algorithms fail to consider qualita-
tive and environmental factors, which leads to incompre-
hensive decision-making [71]. Consequently, algorithmic 
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decisions are often perceived as less fair compared to 
similar human decisions, potentially reducing emotional 
commitment to the organization [94]. This phenomenon, 
known as algorithm aversion, reflects a cautious attitude 
towards the application of algorithms in decision-making 
[65, 76, 82]. It is widespread in organizational decision-
making and reflects a cognitive bias among individuals. 
Previous studies indicate that algorithm aversion mani-
fests across multiple dimensions, including cognition, 
emotion, and behavior. Cognitively, individuals may har-
bor skepticism towards the decision-making processes of 
algorithms [24, 61, 82]. Emotionally, they might experi-
ence feelings of distrust or resistance towards these algo-
rithmic systems [126]. Behaviorally, they are more likely 
to disregard or avoid algorithmic recommendations [17, 
78], favoring human decisions instead. This multi-faceted 
response highlights the deep-rooted challenges in inte-
grating algorithmic solutions into the fabric of organi-
zational practices. These challenges significantly hinder 
the promotion and application of algorithms. Based on 
these, our study suggests that when organizations pro-
vide NPF to medical researchers, they are more inclined 
to accept NPF from humans rather than from algorithms. 
Medical researchers’ performance is typically measured 
through a range of indicators, including the quantity of 
research outputs, management of research projects, and 
dissemination of knowledge to the public. However, the 
quantification of these algorithmic indicators may over-
look non-quantifiable aspects of medical researchers’ 
achievements, such as the depth of research projects, 
the innovativeness of studies, the original contributions 
of researchers, and the broader impact and dissemina-
tion of research findings. If the algorithmic negative 
feedback systems fail to account for the non-quantifiable 
achievements and specific situational factors of medical 
researchers, their acceptance of algorithmic assessments 
may decline. Even though algorithms can often make 
more accurate decisions than humans, medical research-
ers might still prefer humans’ feedback over algorithmic 
suggestions when faced with negative feedback that do 
not meet preset goals or performance standards. Thus, 
we propose that,

Hypothesis 2: Medical researchers tend to avoid NPF 
from algorithms more than that from humans in 
terms of cognition, emotion, and behavior.

Algorithm aversion: trait activation effect under NPF 
from algorithm
Thus far, we mainly focus on examining the disparities 
between NPF from algorithms and that from humans 
in terms of individual behavior and moral cognition, as 
well as the degree of aversion individuals exhibit towards 

these two decision-making mechanisms. However, the 
question arises as to whether medical researchers, upon 
receiving NPF from algorithms, would engage in scien-
tific misconduct in an attempt to enhance their personal 
performance. Therefore, we further employ the trait acti-
vation theory to investigate the underlying mechanisms 
that lead to scientific misconduct in the context of NPF 
from algorithms.

Trait activation theory suggests that latent personality 
traits within individuals are activated under appropri-
ate situations, prompting them to demonstrate specific 
behaviors or intentions that align with these traits. This 
process is outlined in the pathway “Trait × Situa-
tion → Cognition → Behavior” [122, 123]. From the per-
spective of traits, this study introduces the concept of 
egoism, which refers to an individual’s psychological 
tendency or internal drive to gain benefits or avoid pun-
ishments. [99, 131]. Egoism can significantly shape how 
individuals respond to different situations, especially 
when their behaviors are aligned with personal gains or 
avoidance of negative consequences. Individuals driven 
by egoism are predisposed to place their personal inter-
ests above those of others or societal benefits [120]. In 
pursuit of safeguarding their core advantages or avoid-
ing penalties, they may deploy a variety of strategies. This 
psychological trait not only guides individual responses 
to external situations but also dictates their reactions 
to NPF from algorithms, influencing the actions they 
undertake to counteract the detrimental effects. From a 
situational perspective, NPF from algorithms represent 
a specific context that signals deficiencies, substandard 
performance, or unmet expectations to employees. This 
context triggers egoism, as individuals facing NPF from 
algorithms may perceive a direct threat to their personal 
interests. Consequently, they are compelled to act in ways 
that protect or enhance these interests. This interaction 
between individual trait and external situation illustrates 
the sophisticated dynamics involved when individu-
als respond to algorithmic assessments, especially when 
such feedback challenge their professional standing and 
potential career progression.

Therefore, when NPF is provided by algorithms, we 
argue that individuals with high algorithm aversion will 
activate their egoism, which will lead to their scientific 
misconduct. Firstly, NPF from algorithm potentially 
indicates that individuals’ performance has not met the 
required standards, which can induce their psychologi-
cal stress. This stress is particularly pronounced in the 
research area, where research outcomes directly impact 
researchers’ career advancement and academic repu-
tation. When medical researchers receive NPF from 
algorithms, they may experience intense frustration 
and anxiety. These emotional responses, in turn, could 
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prompt considerations of engaging in unethical behav-
iors as a means to enhance their performance [128, 132]. 
This tendency is particularly pronounced among those 
who harbor skepticism and distrust towards algorithms 
[14, 47]. Such individuals are more likely to perceive 
algorithms as inaccurate, unfair, or biased. This sense of 
disbelief may lead them to reject the algorithms’ assess-
ment results, promoting a preference for self-serving 
behaviors driven by personal interests as a response to 
NPF. Furthermore, previous studies indicate that individ-
ual with egoism become more pronounced when faced 
with stress and challenges [16, 102]. They may manifest 
as an excessive pursuit of scientific achievements and 
an overemphasis on personal reputation and benefits 
[77]. Therefore, when medical researchers encounter the 
pressure stemming from algorithmic NPF, they might be 
more inclined to engage in unethical behaviors, such as 
data manipulation or plagiarism, in an effort to improve 
their performance outcomes. Especially for individuals 
with high algorithm aversion, the lack of transparency in 
how algorithms collect, store, and use private informa-
tion, as well as unclear perceptions of their functional-
ity and purpose, may enhance their sense of uncertainty 
[139]. Consequently, these individuals may view algorith-
mic NPF as an additional challenge and stress. Driven 
by competition and a desire to maximize personal gains, 
they may adopt scientific misconduct to maintain their 
reputation or advantages. Therefore, we propose that:

Hypothesis 3: Medical researchers with algorithm 
aversion who receive NPF from algorithms are egoisti-
cally motivated to engage in scientific misconduct.

With the widespread adoption of algorithms, issues such 
as social isolation, technological overload at work, and job 
insecurity have become critical concerns in current algo-
rithmic management practices [62]. These issues reflect 
significant variations in the acceptance and tolerance of 
algorithms among individuals. Existing research suggests 
that external factors can influence an individual’s moral 
cognition [15, 127]. Thus, moral disengagement is more 
likely to occur under certain contextual conditions [9, 27, 
94]. For instance, job insecurity, by impeding individuals 
with negative emotions and stress-related experiences from 
engaging fully in their work, can further increase moral dis-
engagement [43, 55, 100]. High levels of moral disengage-
ment can diminish the connection between individuals’ 
moral decision-making and their internal moral stand-
ards, resulting in unethical behavior [18, 43, 92], aggressive 
behaviors [97], etc. Scientific misconduct breaches ethical 
principles and societal moral norms, thereby constituting 
unethical behavior [98]. Therefore, we propose that when 
algorithms provide NPF, the interaction between algorithm 
aversion and egoism may increase moral disengagement, 

thereby leading to scientific misconduct. Firstly, due to the 
heavy daily workload and non-scientific responsibilities 
occupying a substantial amount of personal time, research-
ers are left with relatively little time for academic research. 
Moral disengagement may emerge as a seemingly “easy 
and reasonable” way to cope with the pressure of evalua-
tion. NPF from algorithms often induce negative emotions 
among medical researchers, especially when they perceive 
the algorithms as unreasonable or unfair. This emotional 
response may lead to increased aversion towards the algo-
rithms, resulting in a tendency to ignore or question the 
outcomes of algorithmic evaluations. This condition lays 
the foundation for overlooking ethical guidelines in favor of 
mitigating personal dissatisfaction and perceived injustice. 
Therefore, individuals with high algorithm aversion may 
find it easier to excuse their unethical behaviors through 
moral disengagement [13, 61], thereby further stimulat-
ing egoism. This leads them to seek the most favorable 
explanations or strategies to deal with algorithms, further 
alleviating their ethical burden [89, 94, 121], subsequently 
enhancing individuals’ propensity for moral disengage-
ment. Secondly, scientific misconduct, being one of the 
most prevalent deviant behaviors in the academic field, is 
widespread within research institutions. Effectively man-
aging and correcting these behaviors poses significant 
challenges. In fact egoism undermines individuals’ ability 
to address moral dilemmas in the workplace [46]. Highly 
egoistic individuals tend to attribute problems to external 
factors, such as environmental harshness and situational 
pressures. They are more likely to perceive deviant behav-
iors as acceptable, even if impermissible [5]. Therefore, 
moral disengagement enables researchers to redefine their 
behaviors, thereby reducing adherence to ethical norms 
and making it easier for them to engage in misconduct. 
Thus, we propose that:

Hypothesis 4: The interaction between egoism and algo-
rithm aversion is positively related to moral disengage-
ment. Specifically, the higher a medical researcher’s level 
of algorithm aversion, the stronger the positive relation-
ship between egoism and moral disengagement.
Hypothesis 5: The interaction between egoism and algo-
rithm aversion is positively associated with moral dis-
engagement, which in turn positively related to scientific 
misconduct.

Understanding algorithms: alleviating effect of algorithmic 
transparency
Because we aim to understand how to increase the value 
of NPF from algorithms in performance evaluation, we 
investigate boundary conditions that may alleviate the 
negative consequences of the algorithms.
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According to trait activation theory, reducing scien-
tific misconduct among researchers hinges on decreas-
ing the extent to which algorithm aversion activates 
egoistic traits, thereby weakening the relationship 
between “Trait—Cognition—Behavior”. Transparency 
is commonly used to describe the visibility of informa-
tion and involves a series of deliberate disclosure pro-
cesses. Through these processes, individuals can gain 
insights into relevant information, intentions, or behav-
iors [127]. Specifically, algorithmic transparency refers to 
the knowability or visibility of how an algorithmic system 
operates [28, 106]. It includes two core dimensions: the 
first is accessibility, which involves the public availability 
of algorithm models,the second is interpretability, which 
requires that the outcomes of algorithms be explained 
in a manner understandable to people [48]. Hill et  al. 
[53] suggest that algorithmic transparency can influence 
behavioral changes by affecting individuals’ psychological 
and cognitive processes. Therefore, this study proposes 
that algorithmic transparency may play a “buffering” role, 
helping to reduce the activation of egoism.

On one hand, scholars have examined the impact of 
algorithms on individual cognition from various perspec-
tives. And it is widely acknowledged that algorithmic 
transparency is crucial for individuals to feel respected 
within algorithmic processes [35, 130]. As highlighted by 
the procedural fairness theory, the accuracy and trans-
parency of decision-making information are crucial 
because individuals react differently to decision outcomes 
based on the transparency of the decision-making pro-
cess [111]. Medical researchers who perceive high algo-
rithmic transparency believe that the mechanisms of the 
algorithms are sufficiently clear to meet their information 
transparency needs [134, 142]. When they understand 
the underlying mechanisms of algorithmic decisions, 
they are more inclined to trust that these decisions are 
fair [48, 116]. Consequently, they are less likely to engage 
in moral disengagement to justify their inappropriate 
behavior, thereby reducing scientific misconduct.

On the other hand, algorithm-based task allocation, 
performance management, and reward and punish-
ment incentives are often not fully transparent [19, 20, 
107]. The opacity of algorithms is evident in their pri-
vacy, proprietary nature, and complexity [68]. Although 
few question the quality of the algorithms, their opacity 
often becomes a significant reason for ethical behaviors 
[61]. When organizations make decisions and oversee 
their managerial processes through algorithms, medical 
researchers who perceive low algorithmic transparency 
may find their work autonomy constrained [125]. They 
may feel compelled to accept algorithmic decisions with-
out the ability to appeal against NPF from the algorithms, 
resulting in feelings of helplessness and dissatisfaction 

[70]. Additionally, individuals with egoism are more likely 
to focus on personal gains, prioritizing short-term ben-
efits over long-term consequences. Therefore, insufficient 
algorithmic transparency might  further promote moral 
disengagement, ultimately leading to scientific miscon-
duct. Thus, we propose that,

Hypothesis 6: Algorithmic transparency moderates the 
moderating effect of algorithm aversion on the rela-
tionship between egoism and moral disengagement. 
Specifically, higher levels of algorithmic transparency 
can mitigate the activating effect of algorithm aversion 
on moral disengagement among medical researchers 
with egoism.
Hypothesis 7: Algorithmic transparency moderates 
the mediating effect of moral disengagement between 
algorithm aversion, egoism, and scientific misconduct. 
Specifically, higher levels of algorithmic transpar-
ency diminish the influence of moral disengagement, 
thus reducing scientific misconduct among medi-
cal researchers with egoism and algorithm aversion.

Scenario‑based experiment and projection 
technique
Sample and collection
First, we employed G*Power 3.1 software to estimate 
the minimum sample size for our experiments [42]. This 
experiment used the independent samples t-test, assum-
ing a medium effect size of d = 0.5 and a significance 
level of α = 0.05. The result indicates that a minimum 
of 172 participants are required for this study. Then, we 
employed scenario-based experiments along with psy-
chological projection techniques selecting participants 
through random sampling. Our participants included 
faculty members, graduate students, and Ph.D candidates 
engaged in medical research from various institutions 
in China. We designed a series of scientific misconduct 
scenarios using a situational simulation experiment 
approach. These materials were presented from a third-
person perspective to indirectly ask questions, avoiding 
direct inquiries to the participants. All participants vol-
untarily took part in the study with informed consent and 
received compensation at the conclusion of the experi-
ment. A total of 739 questionnaires were distributed for 
this study. After excluding 35 questionnaires that failed 
the attention checks, 704 questionnaires were obtained, 
resulting in a response rate of 95.26%. Subsequently, after 
removing 44 invalid questionnaires with more than 10% 
missing data or excessive selection of the same option, a 
total of 660 questionnaires were used for statistical analy-
sis (overall response rate of 89.31%). The sample consisted 
of 52.6% male and 47.4% female participants. Regarding 
the age distribution of the participants, 27.7% were under 
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30  years old, 48.0% were 31–40  years old, 14.1% were 
41–50  years old, 10.0% were 51–60  years old, and 0.2% 
were over 60  years old. Regarding marital status, 51.8% 
of the participants are married, 48.9% are unmarried, 
1.5% are divorced, and 0.8% fall into the “other” category. 
In terms of educational level, 29.2% of the participants 
obtained a bachelor’s degree, 61.5% obtained a master’s 
degree, and 9.2% obtained a doctoral degree. The distri-
bution of participants by years of professional experience 
is as follows: 16.2% have less than 5 years of experience, 
47.7% have 5 to 10 years, 19.8% have 10 to 15 years, 5.3% 
have 15 to 20 years, 5.6% have 20 to 25 years, and 5.3% 
have more than 25 years of professional tenure.

Study 1 used a one-way ANOVA to analyze the dif-
ferences between the algorithm group and the human 
group. All participants were randomly assigned to read 
the materials, resulting in 411 participants (N1 = 411) in 
the algorithm group and 249 participants (N2 = 249) in 
the human group. These materials were measured based 
on Newman et al.’s [94] study. Apart from the identity of 
the decision-maker (i.e., whether the NPF were provided 
by the algorithm “KH220” or Wang Qi’s team), all other 
content remained unchanged. After reading the scenario 
materials, participants were asked to fill out question-
naires regarding their attitudes towards the decision-
maker, moral disengagement, scientific misconduct and 
demographic variables. The scenario materials are pro-
vided in Supplementary Material 1. Furthermore, Study 2 
utilized the 411 questionnaires from the algorithm group 
to test our hypotheses.

Measurement
In this study, the mature scale published in TOP journals 
was translated and back translated in strict accordance 
with relevant procedures to ensure the consistency of the 
scale in the Chinese context. Three professors in the field 
of business administration and several Ph.D candidates 
were invited to evaluate the Chinese scale with refer-
ence to the original scale. After modifying and adjusting 
to certain items, it is imperative to ensure that the scale 
exhibits robust content validity. All scales were scored on 
a Likert’s 5-point scale (1 = strongly disagree, 5 = strongly 
agree).

Algorithm aversion
This scale comprises three dimensions, including the 
permissibility, the liking for algorithms, and the utiliza-
tion intention. The permissibility adopts the scale devel-
oped by Bigman and Gray [13], the liking for algorithms 
employs the scale by Jago [60], and the utilization inten-
tion use the scale from Cadario et al. [23]. It consists of a 
total of 6 items, such as “Is the appraisal decision made 
by the ‘KH220’ feedback algorithm appropriate?” and 

“Should the ‘KH220’ feedback algorithm be allowed to 
make these performance feedback decisions?” In this 
study, the Cronbach’s alpha was 0.904, indicating good 
reliability.

Moral disengagement
Chen et al.’s scale [25] was used to measure the moral dis-
engagement, which includes 3 items. Sample items like 
“It is okay for him to use misleading information in order 
to improve his performance.” and “It is okay for him to 
withhold potentially damaging information in order to 
improve his performance.” In this study, the Cronbach’s 
alpha for this scale was 0.897.

Egoism
This is measured using the Machiavellianism scale devel-
oped by Dahling et  al. [31], which comprises 16 items. 
Examples of items include: “I think it’s okay to tell small 
lies if it keeps me competitive” and “If it helps me suc-
ceed, I believe that engaging in some unethical behaviors 
is acceptable.” In this study, the Cronbach’s alpha for this 
scale was 0.933.

Scientific misconduct
Adapted from a study by Zhang et  al. [143], this scale 
consists of 12 items. Participants read four scenarios 
sequentially and respond to three questions per scenario 
to assess their acceptance, consistency and uniformity to 
test the likelihood of scientific misconduct. Items are “Do 
you accept the behavior of the researchers described in 
the context material?”, “Do you think the researcher has 
engaged in such behavior in previous projects?”, “Do you 
think researchers will engage in this behavior in other 
future projects?”. In this study, the Cronbach’s alpha for 
this scale was 0.759.

Algorithmic transparency
Drawing upon the research of Cadario et  al. [23], algo-
rithmic transparency is measured through participants’ 
perceived transparency of decision-making activities 
conducted by algorithms or humans. Specifically, the 
item involves asking participants, “To what extent do you 
understand how the Wang Qi team/algorithm ‘KH220’ 
made the above decisions?”.

Control variables
Previous studies have shown that gender, age, educa-
tional level, marital status, and years of professional 
experience may affect researchers’ moral disengagement 
and scientific misconduct. Therefore, these variables are 
controlled in this study.

The study design was shown in Fig. 1.
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Study 1
The independent samples t-test was conducted using 
GraphPad Prism 9.5 to examine the differences between 
human and algorithm groups. Regarding scientific mis-
conduct and moral disengagement, the t-test results in 
Fig.  2 indicated that the human group showed signifi-
cantly lower levels of moral disengagement (M = 2.46, 
SD = 0.99) compared to the algorithm group (M = 3.35, 
SD = 1.14), with t = 10.206 (p < 0.001, Cohen’s d = 1.091). 
Similarly, the human group’s scientific misconduct 
(M = 2.73, SD = 0.54) was significantly lower than the 
algorithm group’s (M = 3.15, SD = 0.66), with t = 8.427 
(p < 0.001, Cohen’s d = 0.618). Then, this study used mul-
tivariate analysis of variance (MANOVA) to examine the 
combined effects of different decision-maker (algorithms 
vs. humans) on moral disengagement and scientific 

Fig. 1  Design of experiments

Fig. 2  t-test results for the moral disengagement and scientific 
misconduct between the algorithm group and the human group 
(***p < 0.001)
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misconduct. The results showed that the main effect of 
the decision-maker was significant (Wilks’ λ = 0.820, 
F = 72.277, p < 0.001, η2p = 0.180). Thus, hypothesis 1 was 
supported.

This study further examined the differences in algo-
rithm attitudes between the algorithm group and the 
human group, and the results of the t-test were shown in 
Fig. 3. In this study, the reverse scores of algorithm atti-
tudes were  converted to positive scoring.  The permis-
sibility of the human group (M = 3.32, SD = 0.97) was 
significantly higher than that of the algorithm group 
(M = 2.88, SD = 1.06), with t = 5.354 (p < 0.001, Cohen’s 
d = 1.028). The human group’s (M = 3.35, SD = 0.99) 
level of liking was significantly higher than that of the 
algorithm group (M = 3.04, SD = 0.97), with t = 3.938 
(p < 0.001, Cohen’s d = 0.974). Finally, the utilization 
intention of the human group (M = 3.36, SD = 1.12) 
was significantly higher than that of the algorithm 
group (M = 2.99, SD = 1.09), with t = 4.179 (p < 0.001, 
Cohen’s d = 1.101). Furthermore, this study conducted a 
MANOVA with decision-maker (algorithms vs. humans) 
as the independent variable and the permissibility, lik-
ing for algorithms, and utilization intention as depend-
ent variables. The results showed that the main effect 

of decision-maker was significant (Wilks’ λ = 0.957, 
F = 9.762, p < 0.001, η2p = 0.043). Thus, hypothesis 2 was 
supported.

Study 2
Descriptive analysis
This study conducted descriptive statistics and corre-
lation analysis using SPSS 27.0. The means, standard 
deviations, and correlation coefficients of all variables are 
shown in Table 1. The results show that egoism is nega-
tively correlated with scientific misconduct (r = -0.574, 
p < 0.001). Moral disengagement and algorithm aver-
sion are positively correlated with scientific misconduct 
(r = 0.131, p < 0.01; r = 0.364, p < 0.001). This provides 
preliminary evidence for the hypotheses of this study. 
However, there is no correlation between egoism and 
moral disengagement, suggesting the possible existence 
of a moderating or mediating effect between these two 
variables.

Confirmatory factor analysis
This study employed Mplus 8.3 to conduct confirma-
tory factor analysis (CFA). The results, as shown in 
Table 2, indicate that the four-factor model (χ2/df = 2.848, 
CFI = 0.901, TLI = 0.891, RMSEA = 0.067, SRMR = 0.067) 
demonstrates the best fit indices compared to other alter-
native models (e.g., one factor: χ2/df = 6.492, CFI = 0.702, 
TLI = 0.676, RMSEA = 0.116, SRMR = 0.103), Thus, the 
CFA results demonstrate good discriminant validity 
between all the variables.

Empirical test
Utilizing the SPSS 27.0 PROCESS software, hierarchical 
regression analysis was implemented to examine hypoth-
eses 3 to 7, and the results are shown in Table  3. For 
hypothesis 3 and 4, Model 2 and Model 5 were developed 
to test whether individuals with algorithm aversion expe-
rience egoism when they receive NPF from algorithms, 
which leads to scientific misconduct and moral disen-
gagement. The results in Model 5 show that after control-
ling for demographic variables, the interaction between 
egoism and algorithm aversion is significant for scientific 

Fig. 3  t-test results for the algorithm attitude between the algorithm 
group and the human group (***p < 0.001)

Table 1  Descriptive analysis of variables (N = 411)

** p < 0.01,***p < 0.001

Variables M SD 1 2 3 4

1.Algorithmic transparency 3.11 1.173

2.Moral disengagement 3.35 1.145 0.004

3.Egoism 3.16 0.937 -0.557*** 0.071

4.Algorithm aversion 3.04 0.944 0.800*** 0.028 -0.599***

5.Scientific misconduct 3.15 0.662 0.311*** 0.131** -0.574*** 0.364***
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misconduct (β = 0.069, p < 0.05). Thus, hypothesis 3 was 
supported. Model 1 shows that the interaction between 
egoism and algorithm aversion is significant for scientific 
misconduct (β = 0.428, p < 0.001). Thus, hypothesis 4 was 
supported.

Furthermore, we used a simple slope analysis [3] to 
examine the moderating effect of algorithm aversion at 
different levels (Mean ± 1SD). As shown in Fig.  4, com-
pared to low algorithm aversion (Mean—1SD), high algo-
rithm aversion (Mean + 1SD) more strongly enhanced 
the positive influence of egoism on moral disengagement. 
Thus, hypothesis 4 was further supported.

Additionally, we used Hayes’ Bootstrap method (= 5000 
times) to examine the mediating effect of moral disen-
gagement on the relationship between egoism and sci-
entific misconduct under the interaction of algorithm 
aversion, and the results are shown in Table 4. The results 
indicate that at three levels of algorithm aversion: low 
(Mean—1SD), medium (Mean), and high (Mean + 1SD), 
the mediation effects of moral disengagement were 
-0.032, 0.009, and 0.049, respectively, with 95% confi-
dence intervals of [-0.061, -0.011], [-0.008, 0.027], and 
[0.024, 0.081]. This shows that under the activation of 

algorithm aversion, egoism lead to moral disengage-
ment, and the level of moral disengagement significantly 
increases with higher algorithm aversion. Moreover, the 
influence of egoism on scientific misconduct through 
moral disengagement is also enhanced. Thus, hypothesis 
5 was supported.

Next, this study examines H6, which proposes the 
direct influence of the three-way interaction among ego-
ism, algorithm aversion, and algorithmic transparency on 
moral disengagement. As shown in Model 9 in Table 5, 
the interaction has a significant negative correlation with 
moral disengagement (β = -0.236, p < 0.01). This indicates 
that the higher the algorithmic transparency, the more it 
can mitigate the activating effect of algorithm aversion on 
moral disengagement in individuals with egoism. To fur-
ther test hypothesis 6, following the method of Dawson 
and Richer [33], we obtained four conditions:

(1)	 high algorithm aversion (Mean + 1SD) and high 
algorithmic transparency (Mean + 1SD),

(2)	 high algorithm aversion (Mean + 1SD) and low 
algorithmic transparency (Mean—1SD),

Table 2  Results of confirmatory factor analysis (N = 411)

EG represents egoism; AA represents algorithm aversion; MD represents moral disengagement; SM represents scientific misconduct

Models Factors χ2/df CFI TLI RMSEA SRMR

Four-factors model EG, AA, MD, SM 2.848 0.901 0.891 0.067 0.067

Three-factors model 1 EG + AA, MD, SM 3.996 0.838 0.823 0.085 0.078

Three-factors model 2 EG, AA, MD + SM 4.062 0.835 0.819 0.086 0.091

Two-factors model 1 EG + AA, MD + SM 5.203 0.773 0.752 0.101 0.099

Two-factors model 2 EG, AA + MD + SM 5.432 0.755 0.733 0.105 0.102

One factor model EG + AA + MD + SM 6.492 0.702 0.676 0.116 0.103

Table 3  Hierarchical regression results of moderating effect

* p < 0.05, ***p < 0.001

Variables Scientific misconduct Moral disengagement

Model 1 Model 2 Model 3 Model 4 Model 5

Gender 0.099* -0.039 -0.049 -0.031 -0.173

Age 0.086 0.050 0.348*** 0.348*** 0.389***

Educational level 0.056 -0.038 0.217*** 0.227*** 0.345***

Marriage -0.018 -0.016 0.013 0.010 -0.089

Year 0.050 0.029 -0.18* -0.179* -0.129

Egoism -0.399*** 0.088 0.087

Algorithm aversion 0.003 -0.138

Egoism × Algorithm aversion 0.069* 0.428***

Moral disengagement

  F 2.183 0.354 8.660*** 7.803*** 14.083***

  R2 0.026 27.564*** 0.097 0.104 0.219
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Fig. 4  The moderating effect of algorithm aversion on the relationship between egoism and moral disengagement

Table 4  Bootstrap method at different levels of algorithm aversion

Algorithm aversion The mediating effects of moral 
disengagement

Boot SE Boot LLCI Boot ULCI

-0.944 (low) -0.032 0.013 -0.061 -0.011

0.000 (medium) 0.009 0.009 -0.008 0.027

0.944 (high) 0.049 0.015 0.024 0.081

Table 5  Hierarchical regression results of moderating effect

* p < 0.05, **p < 0.01,***p < 0.001

Variables Moral disengagement

Model 6 Model 7 Model 8 Model 9

Gender -0.049 -0.031*** -0.093* -0.106*

Age 0.348*** 0.343*** 0.310*** 0.281***

Educational level 0.217*** 0.225 0.163*** 0.153**

Marriage 0.013 0.010 -0.041 -0.045

Year -0.180* -0.173* -0.150* -0.139

Egoism 0.097 0.094 0.170**

Algorithm aversion 0.051 -0.060** -0.138

Algorithmic transparency -0.037 -0.066 -0.101

Egoism×Algorithm aversion 0.245* 0.220*

Egoism×Algorithmic transparency 0.028 0.050

Algorithm aversion × Algorithmic transparency -0.156* -0.096

Egoism×Algorithm aversion × Algorithmic transparency -0.236**

R2 8.660*** 0.105*** 0.231*** 0.244***

F 0.097 5.875 10.900 10.729
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(3)	 low algorithm aversion (Mean—1SD) and high 
algorithmic transparency (Mean + 1SD),

(4)	 low algorithm aversion (Mean—1SD) and low algo-
rithmic transparency (Mean—1SD).

Based on these combinations, we plotted the three-
way interaction effect, as shown in Fig. 5. It can be seen 
that in the scenario of high algorithm aversion and low 
algorithmic transparency, the positive slope of the fitted 
curve for the influence of egoism on moral disengage-
ment is the steepest, indicating that in this scenario, the 
positive influence of egoism on moral disengagement is 
the most significant. Thus, hypothesis 6 was supported.

We  continued to use the Bootstrap method to test 
the moderated mediation effect, the results are shown 
in Table  6. The results indicate that under condi-
tions of low algorithm aversion and low algorithmic 

transparency, as well as low algorithm aversion and 
high algorithmic transparency, the 95% confidence 
intervals were [-0.487, 0.017] and [-0.277, 0.638], 
respectively. Both intervals include 0, indicating that 
when algorithm aversion is low, the influence of ego-
ism on scientific misconduct through moral disengage-
ment is insignificant. Conversely, under conditions of 
high algorithm aversion and low algorithmic transpar-
ency, and high algorithm aversion and high algorithmic 
transparency, the 95% confidence intervals were [0.103, 
0.961] and [0.160, 0.547], respectively. Both intervals 
exclude 0, and the mediation effect value for high algo-
rithm aversion and low algorithmic transparency is 
0.532, which is higher than the mediation effect value 
of 0.354 for high algorithm aversion and high algo-
rithmic transparency. Therefore, it can be concluded 
that the influence of egoism on scientific miscon-
duct through moral disengagement is most significant 
among researchers with high algorithm aversion and 

Fig. 5  Three-way interaction effects of egoism, algorithm aversion, and moral disengagement

Table 6  Mediating effects and confidence intervals of Bootstrap method at different levels of moderating variables

Algorithm aversion Algorithmic 
transparency

The mediating effects of moral 
disengagement

Boot SE Boot LLCI Boot ULCI

-0.944 (low) -1.173 (low) -0.235 0.128 -0.487 0.017

-0.944 (low) 1.173 (high) 0.180 0.233 -0.277 0.638

0.944 (high) -1.173 (low) 0.532 0.218 0.103 0.961

0.944 (high) 1.173 (high) 0.354 0.098 0.160 0.547
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low algorithmic transparency. Thus, hypothesis 7 was 
further supported.

Discussion and conclusions
Based on a scenario-based experiment in medical fields, 
we explore how NPF from algorithms or humans influ-
ences researchers’ moral cognition, algorithmic atti-
tudes, and their tendency toward scientific misconduct. 
Firstly, empirical analysis indicates that there are pro-
nounced differences between the effects of NPF from 
algorithms and those from humans on medical research-
ers. Specifically, in the domains of moral disengagement, 
algorithm aversion, and scientific misconduct, medical 
researchers who received NPF from algorithms showed 
significantly higher levels of these effects compared to 
the group receiving NPF from humans. Secondly, in the 
group receiving NPF from algorithms, we find that the 
interaction between egoism and algorithm aversion has 
a positive impact on moral disengagement among medi-
cal researchers, subsequently leading to an increase in 
scientific misconduct. As the level of algorithm aversion 
increases, the positive relationship between egoism and 
moral disengagement becomes stronger. Moreover, our 
investigation further demonstrates that moral disengage-
ment serves as a critical mediating variable in the com-
plex interaction between egoism, algorithm aversion, and 
the scientific misconduct. Specifically, the relationship 
between an individual’s egoism and their engagement in 
scientific misconduct is mediated by moral disengage-
ment, which is influenced by algorithm aversion. This 
suggests that the researchers’ tendency to engage in 
unethical conduct is not solely determined by their ego-
ism or algorithm aversion, but is also dependent on their 
ability for morally disengage from their behaviors. Finally, 
algorithmic transparency moderates the mediating role 
of moral disengagement between algorithm aversion and 
the relationship with egoism and scientific misconduct, 
indicating that higher levels of algorithmic transparency 
among medical researchers correspond to a mitigated 
activation effect of algorithm aversion on egoism.

Theoretical implications
Our findings reveal that the question of whether algo-
rithms or humans should provide NPF to medical 
researchers is a complex one that goes beyond techni-
cal considerations. The fundamental difference lies in 
the nature of the NPF and how it is provided to medi-
cal researchers. NPF from algorithms, with its inherent 
objectivity and consistency, lacks the emotional context 
and nuanced understanding that humans can provide. 
This can lead to a disconnect between the feedback and 
the researcher’s emotional state, potentially leading 

to a sense of detachment or even resentment. In con-
trast, NPF from humans can be tailored to the medical 
researcher’s circumstances and emotions, fostering a 
sense of empathy and understanding. This personalized 
approach can help medical researchers to feel supported 
and motivated to make the necessary changes in their 
undervalued performance. Additionally, humans can 
provide an explanation for the NPF, which can help med-
ical researchers to understand the reasons behind the 
undervalued performance and how to address the issues 
raised. Therefore, the study makes the following three 
theoretical contributions.

Firstly, this study extends the comparison of decision-
making providers—algorithms and humans—into the 
area of NPF in medical research. By exploring the dif-
ferences in NPF providers concerning scientific miscon-
duct, ethical cognition, and decision-maker preferences, 
further highlighting the consistency in individuals’ per-
ceptions against algorithms. Previous studies have found 
that individuals exhibit a consistently stable rejection and 
aversion towards algorithmic management in the work-
place [21, 79, 82]. Our findings are generally consistent 
with these results: both the general public and manag-
ers demonstrate apprehension and opposition towards 
algorithmic decision-making [1, 34, 50, 95]. This senti-
ment manifests itself in distrust and dislike of algorithms, 
revealing the limitations of algorithms in the decision-
making process as well as the inherent bias of humans 
towards it. However, while these studies provide deep 
insights into algorithmic management, they primarily 
focus on the algorithms themselves, paying less atten-
tion to the differences between algorithms and humans 
in the NPF decision-making process. Furthermore, exist-
ing studies predominantly focus on specific groups such 
as gig workers [30, 39, 111, 133, 135], with relatively less 
attention paid to medical researchers. Therefore, this 
study further enriches our understanding of the differ-
ences between algorithms and humans by expanding the 
research field. Further, most of the current literature on 
performance is on algorithmic positive feedback [19, 72], 
leader positive feedback [22, 57, 66, 114], leader’s NPF 
[59, 93, 119, 137, 144]. However, in the process of NPF 
for medical researchers, scientific integrity, ethical cogni-
tion, and decision-maker preferences may be affected in 
more complex ways. By comparison with positive perfor-
mance feedback, NPF is more likely to trigger emotional 
volatility and cognitive biases in individuals [12]. That is, 
this study focuses on NPF, enhancing our understand-
ing of the differences between algorithms and humans 
in negative performance evaluations. These findings not 
only highlight the challenges algorithms may encounter 
when applied in medical research but also provide new 
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perspectives and considerations for research manage-
ment and decision-making.

Secondly, drawing on trait activation theory, this study 
analyzes the underlying mechanisms of scientific miscon-
duct when NPF is provided by algorithms. This explora-
tion not only extends the application of trait activation 
theory to the field of algorithmic management but also 
proposes a novel pathway through which trait activation 
triggers scientific misconduct. Previous research on algo-
rithm management has primarily been grounded in theo-
ries such as control theory [2], socio-technical system 
theory [140], surveillance theory [4], and self-determina-
tion theory [136], focusing on the impact of algorithms 
on individual behavior and the underlying psychological 
mechanisms. For instance, while self-determination the-
ory emphasizes that individuals actively exert effort and 
engage in proactive behaviors to fulfill their psychologi-
cal needs in response to algorithm management, it does 
not thoroughly explore how stressful environments, as 
specific scenarios, and then interact with individual traits 
to influence behavior [117]. This study employs trait 
activation theory, considering NPF from algorithms and 
algorithm aversion as significant contextual cues. These 
cues activate latent traits within individuals, which then 
interact with egoism to foster scientific misconduct. The 
results indicate that algorithm aversion plays a critical 
role in triggering medical researchers’ egoism. When 
individuals exhibit a strong aversion to algorithms, their 
intrinsic egoism is more likely to be activated in response 
to NPF, thereby predisposing them to engage in inappro-
priate scientific behavior. This finding offers a significant 
contrast to the traditional situational strength theory [67, 
87], which emphasizes the interaction between individual 
traits and specific contexts [63]. This interaction influ-
ences the behavioral decisions of medical researchers. 
Consequently, a detailed exploration of algorithm man-
agement practices through the lens of trait activation the-
ory not only enhances our comprehensive understanding 
of researchers’ traits and behaviors but provides a crucial 
theoretical basis for formulating effective research man-
agement and regulatory strategies.

Thirdly, the study unveils the internal mechanisms 
behind scientific misconduct among medical research-
ers in the scenario of NPF from algorithms. On one hand, 
from the perspective of moral disengagement, it offers 
a new viewpoint on the influence mechanisms of scien-
tific misconduct under algorithmic NPF, proposing an 
“Trait × Situation → Cognition → Behavior” pathway. This 
pathway underscores the interaction between egoism and 
specific scenarios, and how this interaction influences an 
individual’s moral cognition, then shaping their behav-
ior. Ethical issues arising from algorithms have been pri-
marily focused on in previous research [49, 69, 85, 89], 

conversely insufficient attention has been paid to the 
ethical behavior of individuals. Additionally, these stud-
ies predominantly emphasize theoretical analysis, with 
relatively less application of empirical testing. This study 
illustrates the intricate moral mechanisms that drive sci-
entific misconduct among researchers in the algorithmic 
management, addressing the gaps prevalent in existing 
literature. It provides a robust theoretical framework 
that supports the development of effective preventive 
and ethical intervention strategies. On the other hand, to 
decrease the negative impacts of NPF from algorithms, 
this study enriches the research on boundary condi-
tions of this influence mechanism from the perspective 
of algorithmic transparency. Current scholarly discourse 
emphasizes the essential role of algorithmic transpar-
ency in protecting individual rights and ensuring social 
fairness [35, 73, 116]. It is crucial for strengthening algo-
rithmic trust and ensuring the sustained advancement of 
technology [45, 112]. Our study supports similar conclu-
sions: algorithmic transparency significantly decreases 
algorithm aversion and its negative consequences [32, 
141]. Among different levels of algorithm aversion, indi-
viduals with a higher algorithmic transparency show 
lower levels of moral disengagement compared to those 
with lower algorithmic transparency. In summary, the 
pathways and boundary conditions influencing scientific 
misconduct have been explained in this study from the 
perspectives of moral disengagement and algorithmic 
transparency. Not only does this study provide a con-
ceptual framework for alleviating unethical practices in 
scientific research, but it also establishes a theoretical 
foundation and offers insights for the further manage-
ment of algorithm-driven decision processes.

Practical implications
The practical implications of this study are as follows:

Firstly, managers should explore internal and exter-
nal reasons for NPF from algorithms. It is essential to 
implement personalized tutoring and training programs 
tailored to researchers’ unique needs, thereby providing 
skills enhancement and psychological support to help 
researchers overcome frustration and achieve mutual 
benefit with algorithms. Moreover, our study indicates 
that anthropomorphizing algorithms will bring more 
benefits as well as positive experience [23]. Conse-
quently, it is advised that humanizing algorithm manage-
ment be adopted to enhance the trust and acceptance of 
algorithms, thereby improving researchers’ emotional 
response to NPF.

Then, managers are advised to strengthen researchers’ 
sense of ethical responsibility, prompting research eth-
ics education such as institutional advocacy, exemplary 
leadership, cultural immersion and so on. Organizations 
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should ensure that all researchers are aware of the defini-
tions and consequences of scientific misconduct, as well 
as how to conduct their research activities while observ-
ing ethical principles. In the process of recruitment, 
institutions should prioritize ethical values as a crucial 
screening criterion through questionnaire surveys and 
in-depth interviews. Additionally, for the purpose of pro-
actively preventing and addressing scientific misconduct, 
it is also advisable to establish probationary periods and 
conduct regular assessments.

Finally, organizations should further promote algorith-
mic transparency and engagement. On the one hand, 
it is necessary to clarify the processes and evidence of 
algorithms as decision-making tools, then making their 
inherently complex and opaque processes more com-
prehensible and interpretable. On the other hand, it is 
imperative that the operating rules and logical founda-
tions of the algorithm be clearly elucidated to users [29, 
74]. Attitudinal effects of mere exposure reveal a psy-
chological phenomenon: repeated exposure to specific 
external information can enhance individuals’ prefer-
ence for it. Accordingly, increasing familiarity with algo-
rithms and understanding their operations is expected to 
boost their acceptance. This could enhance the popular-
ity of algorithm management across society. To achieve 
this goal, the key is that organizations should foster 
greater openness and transparency in the design, test-
ing, and adjustment stages of the algorithm. Especially, 
this entails inviting researchers to engage and provid-
ing them an opportunity to offer specialized advice for 
the improvement and optimization of the algorithms. It 
not only enhances the researches’ understanding of the 
algorithmic decision-making process and reduces the 
misunderstandings and contradictions due to opacity, 
but also aligns the algorithms’ applications with reality’s 
requests, as well as fostering a virtuous cycle of continu-
ous improvement and optimization.

Limitations and future directions
Despite the valuable insights gained from this study, sev-
eral limitations should be acknowledged, which provide 
opportunities for future research.

Firstly, this study employed the scenario-based exper-
iment that may have certain uncertainties and biases. 
On the one hand, relying only on situational materials 
to design experimental conditions may make it difficult 
to ensure the natural state in real environment, lead-
ing to limited external validity of results. On the other 
hand, participants may not provide truthful answers 
due to social desirability effect when it comes to sen-
sitive topics such as scientific misconduct. Therefore, 
future study should enhance the authenticity of sce-
nario-based  experiments by advancing and evaluating 

more intricate and diverse scenarios. Additionally, 
employing a mixed method design is needed, includ-
ing quantitative situational experiments and qualita-
tive in-depth interviews, to yield more comprehensive 
and precise data. Secondly, this research merely focuses 
on moral disengagement as a mediating mechanism, 
neglecting other potential factors such as self-efficacy, 
cognitive dissonance, and stress perception. Future 
studies are encouraged to extend to other mediating 
variables in order to fully understand the relationship 
between algorithm aversion and scientific miscon-
duct. Thirdly, this study primarily examines the nega-
tive impacts of algorithm aversion on researchers, but 
it does not explore potential positive effects such as 
algorithmic improvement. Future studies could aim to 
develop a more comprehensive and integrated frame-
work to explore both sides of algorithm feedback. This 
approach will provide insights into the potential ben-
efits of algorithm aversion for researchers and investi-
gate additional situational variables such as algorithmic 
appreciation.
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