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Abstract
Background  In the years to come, artificial intelligence will become an indispensable tool in medical practice. 
The digital transformation will undoubtedly affect today’s medical students. This study focuses on trust from the 
perspective of three groups of medical students - students from Croatia, students from Slovakia, and international 
students studying in Slovakia.

Methods  A paper-pen survey was conducted using a non-probabilistic convenience sample. In the second half of 
2022, 1715 students were surveyed at five faculties in Croatia and three in Slovakia.

Results  Specifically, 38.2% of students indicated familiarity with the concept of AI, while 44.8% believed they would 
use AI in the future. Patient readiness for the implementation of technologies was mostly assessed as being low. More 
than half of the students, 59.1%, believe that the implementation of digital technology (AI) will negatively impact 
the patient-physician relationship and 51,3% of students believe that patients will trust physicians less. The least 
agreement with the statement was observed among international students, while a higher agreement was expressed 
by Slovak and Croatian students 40.9% of Croatian students believe that users do not trust the healthcare system, 
56.9% of Slovak students agree with this view, while only 17.3% of international students share this opinion. The ability 
to explain to patients how AI works if they were asked was statistically significantly different for the different student 
groups, international students expressed the lowest agreement, while the Slovak and Croatian students showed a 
higher agreement.

Conclusion  This study provides insight into medical students’ attitudes from Croatia, Slovakia, and international 
students regarding the role of artificial intelligence (AI) in the future healthcare system, with a particular emphasis 
on the concept of trust. A notable difference was observed between the three groups of students, with international 
students differing from their Croatian and Slovak colleagues. This study also highlights the importance of integrating 
AI topics into the medical curriculum, taking into account national social & cultural specificities that could negatively 
impact AI implementation if not carefully addressed.

Keywords  Trust, Artificial intelligence, Medical AI, Medical students, Quantitative study, Medical ethics, Patient-
physician relationship

Encompassing trust in medical AI 
from the perspective of medical students: 
a quantitative comparative study
Anamaria Malešević1*, Mária Kolesárová2 and Anto Čartolovni1,3

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12910-024-01092-2&domain=pdf&date_stamp=2024-8-31


Page 2 of 11Malešević et al. BMC Medical Ethics           (2024) 25:94 

Introduction
Technological advancements and artificial intelligence 
(AI) have transformed healthcare over the past few years. 
There has been a broad range of applications for AI in 
medicine, ranging from appointment scheduling and 
digitising health records to using algorithms to determine 
drug dosage [1]. The enthusiasm for the application of AI 
has extended to various medical specialties, such as radi-
ology [2, 3], oncology [4], neurology [5], nephrology [6]. 
Changes in the field have also prompted many studies to 
focus on the attitudes of students and their choice of spe-
cialisation. Some interesting results that have emerged 
from the research include a shift in interest toward this 
specialisation, anticipated changes in daily work, the con-
sideration of fears, and expectations [7–9]. Students rep-
resent an interesting group when researching the future 
of healthcare and their perceptions regarding the use of 
AI. Research has shown that in most cases, medical stu-
dents agree with statements indicating that they under-
stand what AI is [10, 11]. However, when asked to define 
it themselves, the majority are unable to do so [12]. The 
existing literature recognises the necessity of incorporat-
ing education on the use of AI into the medical curricula, 
highlighting that the current education in this area is nei-
ther sufficient nor satisfactory [11–14]. Although medi-
cal students expect AI to transform and revolutionise 
healthcare, they note that the current education on this 
topic is inadequate [15]. In Croatia, most medical facul-
ties include medical informatics as a mandatory course in 
their curriculum (in the 2nd or 5th year of study), while 
no course directly focused on AI has been found. How-
ever, several elective courses, such as “Robotics in Medi-
cine” and “Digital Technologies in the Healthcare System 
and E-Health,” can be found, which introduce students to 
AI through practical applications. Although there are no 
specific subjects on AI in the medical curricula in Slova-
kia, medical faculties organize lectures and workshops 
on AI for medical students. At the largest Slovak medical 
faculty in Bratislava, the topic of AI has been addressed 
for the last four years in the first-year medical ethics 
course. The medical students’ readiness for AI, which 
they should develop during their studies, has received 
more attention in the form of the Medical Artificial Intel-
ligence Readiness Scale for Medical Students (MAIRS-
MS) [16]. While some studies suggest what medical 
students should know about artificial intelligence in med-
icine [17], others highlight the need for health AI ethics 
in medical school education [18]. Students believe that 
AI will make medicine more exciting in the future and 
that AI should be a partner rather than a competitor [19]. 
They also think that receiving education in AI will greatly 
benefit their careers [20]. While significant progress has 
been observed in implementing AI across various appli-
cations, these are still early stages that require validation 

and identifying solutions for emerging ethical and social 
challenges [21]. Students have expressed fear about the 
reduced interaction with patients due to the integration 
of AI [14], decreased job opportunities, and the emer-
gence of new ethical and social challenges [10]. They are 
also concerned that AI will increase patient risks, reduce 
physicians’ skills, and harm patients [22].

Implementing AI brings about changes that will impact 
the patient and physician relationship [23]. Adopting 
AI involves a patient-centred approach that promotes 
informed choices [24]. The relationship between physi-
cians and patients has been evolving under the influence 
of social circumstances and technological progress. The 
information and digital age have provided patients with 
tools empowering them to take on an active role as co-
decision-makers, unlike when a paternalistic model 
prevailed and only physicians had exclusive access to 
medical information [25, 26].

Trust is a crucial factor in the current model of the 
patient-physician relationship. As a complex concept 
from the perspective of both physicians and patients, 
trust is the foundation for successful health outcomes 
and a quality relationship between them [27]. Trust is 
deeply embedded in the physician-patient relationship, 
making it a fiduciary relationship. Inserting a new actor 
will bring disruption and potentially even the creation of 
new dyadic or triadic trusting relationships between phy-
sicians and AI, patients and AI, or even between patients, 
the physician and AI [35]. Due to technological advance-
ments, trust relationships in healthcare will become 
even more of an issue, necessitating active reflection and 
action [28].

One of the most critical ethical values in the design, 
development, and deployment of medical AI is transpar-
ency. It is not merely a recommendation but a necessity, 
tied to the informed consent of the user (physician) who 
may or may not be fully aware of the underlying processes 
in the algorithmic decision-making. Thus, one of the 
most pressing issues, alongside transparency, is explain-
ability [29]. Explainability and transparency are closely 
linked with the level of trust and trustworthiness; trust 
mainly refers to the belief that we can depend on some-
one or something, hence a gradual increase in reliability 
may lead to trust [30]. From a phenomenological per-
spective, trust in medical AI is an affective-cognitive state 
of the entities involved in these relationships, namely the 
trustor (the person who trusts) and the trustee (the entity 
to be trusted) [31]. In this instance, the trustor is a physi-
cian, and the trustee would be the medical AI system. As 
for the current ongoing discussion on whether medical 
AI can be trusted or only relied on [32–34], an interest-
ing research question has emerged, specifically the need 
to examine whether future physicians perceive that this 
trust is possible or will be disruptive.
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Methods
Research aims
In our study, we aimed to focus on the medical students’ 
attitudes towards the role of AI in the future of health-
care, particularly focusing on the concept of trust.

This study aims to explore:

1.	 How students perceive the phenomenon of trust in 
physician-patient relationship.

2.	 The perception of their own medical expertise in the 
context of AI use.

3.	 Students’ estimation of patient preparedness to 
embrace AI as part of everyday healthcare provision.

Additionally, the study investigated whether trust is a 
prerequisite for the physician-patient relationship in the 
context of AI implementation.

Participants and data collection
This study involved medical students from Croatia and 
Slovakia, two Eastern European countries with many 
similarities, such as in their history and states’ develop-
ment, social circumstances, and healthcare challenges. 
International students from different societal back-
grounds have also been included in the study and were 
observed in the analysis as a third group. This study 
was conducted between May 2022 and November 2022 
at five medical schools in Croatia and three in Slovakia 
(Table 1). This study was conducted using a non-proba-
bilistic convenience sample. The inclusion criteria were 
being a medical student in one of the medical schools 
in Croatia or Slovakia and being physically present at 
lectures where the researchers conducted the research. 
The study included students from all years of study, as 
was the practice in some other studies conducted on this 
topic [15, 20, 33, 36, 37, 39]The survey was conducted 
using the paper-pen method, except at one university in 
Slovakia where the students, after signing an informed 
consent form, received a URL link to the survey on the 
LimeSurvey platform. In agreement with the lectur-
ers, the researchers arrived at the beginning of lectures, 
introduced the research, and asked for the students’ vol-
untary participation. Students who were interested in the 
study were asked to sign the informed consent form. In 
total, 1715 medical students participated. In the statisti-
cal analysis, 14 were excluded due to insufficient survey 
completion. The final sample consisted of 1701 medical 
students.

Design of the questionnaire
The research team developed a questionnaire, and the 
English version is available in supplementary files (Addi-
tional file 1). The survey and the questions were based 
on a prior qualitative study conducted in 2021 in Croatia 
[35], as well as the literature review of previous surveys 
conducted involving medical students, patients, and phy-
sicians [23, 36–41] As used in our qualitative study [35], 
the anticipatory ethics approach [42] was followed with 
the same scenario. To preserve the continuity between 
the qualitative and quantitative studies, we delibera-
tively decided to focus primarily on the ethical, legal and 
social issues by not using the existing MAIRS-MS [16]. 
The survey focused on six broad topics and explored the 
following regarding the participants: (1) their motiva-
tion for enrolling in medical studies and the self-reported 
knowledge of medical ethics and/or bioethics; (2) the 
attitudes related to the impact of AI on the patient-phy-
sician relationship; (3) their self-reported perception of 
understanding of artificial intelligence; (4) their propen-
sity to use AI and digital technologies in future medical 
practice; (5) the perceived utility of AI in the future, and 
societal readiness and preparedness for implementation; 

Table 1  Medical student’s demographic characteristics 
(N = 1701)
Characteristic Values Country

n % Croatia Slovakia Interna-
tional 
students

Gender
Female 1084 63.7% 495 391 198
Male 587 34.5% 258 194 135
N/A 30 1.8% 18 2 10
Year of study
First year 631 37.1% 216 262 153
Second year 222 13.1% 149 72 1
Third year 184 10.8% 74 62 48
Fourth year 288 16.9% 80 137 71
Fifth year 283 16.6% 161 54 68
Sixth year 93 5.5% 91 0 2
School of 
Medicine

Total

Catholic University 
of Croatia

76 4.5% 771 587 343

University of 
Zagreb

172 10.1%

University of Rijeka 207 12.2%
University of Split 137 8.1%
Josip Juraj Stross-
mayer University of 
Osijek

179 10.5% Age

Comenius Univer-
sity Bratislava

540 31.7% Mean 21,73

Comenius Uni-
versity - Jessenius 
School of Medicine

166 9.8% Mode 20

Pavol Jozef Safarik 
University of 
Medicine

224 13.2% Range 18–36
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and (6) their demographic characteristics. The questions 
included multiple-choice answers on a 5-point Likert 
scale (the participants were instructed to read the state-
ments and express their agreement or disagreement). At 
the beginning of the survey, a short scenario (Additional 
file 2) was presented to the medical students based on 
the anticipatory ethics approach [42], followed by the 
survey questions. This short scenario focused on an AI-
based virtual assistant used in a hospital context in 2030. 
The survey was pilot-tested with a small sample of first-
year students from the researcher’s university to ensure 
questionnaire comprehension, clarity, and the time taken 
to answer the questionnaire. The survey was available in 
Croatian, Slovak, and English, the latter particularly for 
the international students studying Medicine in the Eng-
lish program. The part of the questionnaire related to the 
perception of patient readiness, which was taken for fur-
ther analysis, consisted of four questions with a high level 
of internal consistency, as determined by the Cronbach’s 
alpha score of 0.810.

Data analysis
All statistical analyses were conducted using SPSS ver-
sion 25 (IBM Corp. Armonk, NY, USA). The simple 
descriptive statistics have been presented in percentages. 
An independent t-test and one-way ANOVA were con-
ducted to examine the group differences based on demo-
graphic determinants. Principal axis factoring was run on 
the questions about attitudes towards using AI technol-
ogy in their future work.

Results
Demographics
A total of 1701 responses were collected from eight 
Schools of Medicine (Table 1). Among these, 771 students 

(45.3%) were from Croatia, and 930 (54.7%) were from 
Slovakia, comprising 587 (34.5%) Slovak students and 
343 (20.2%) international students mainly arriving from 
Western European and Scandinavian countries. Overall, 
63.7% (1084) were female, 34.5% (587) were male, while 
30 (1.8%) participants’ answers for gender were missing. 
In this study, female students were more represented 
than male students, which is in line with gender struc-
ture trends in medical studies. The Eurostudent VI sur-
vey for Croatia (2019) shows that 77.6% of students in 
medicine and social care are female compared to 22.1% 
of male students [43]. In some other studies on medi-
cal students in Croatia, similar ratios as in this research 
have been observed between male and female students 
[44, 45]. Recent studies in Slovakia on the population of 
medical students also have a higher proportion of women 
than men in their samples [46, 47]. The most represented 
group consisted of first-year students, followed by fourth-
year and fifth-year students. The lowest representation 
was among sixth-year students which is attributed to the 
sampling approach that included students only attending 
lectures at the Faculty of Medicine. Given the specifici-
ties of medical education, this group was often located in 
hospital centres and clinics, making them less accessible 
to researchers.

General attitudes on AI and trust within the patient-
physician relationship
Regarding their acquaintance with the concept of artifi-
cial intelligence, a significant portion of students (38.6%) 
remained neutral, indicating neither agreement nor 
disagreement with the statement (Fig.  1). Additionally, 
38.2% of students agreed with the assertion, while 23.2% 
negatively assessed their familiarity with the concept 
of AI. There was a statistically significant difference in 

Fig. 1  Student’s attitudes toward AI
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the mean acquainted score between males and females, 
t(1162,09) = 7,928, P < .001, with males scoring higher 
(M = 3.45, SD = 1.014) than females (M = 3.05, SD = 0,977). 
Similar results were also seen when it came to the state-
ment, “I expect to actively use artificial intelligence in 
my medical practice.” In this context, 39% of students 
remained neutral, 44.8% expressed an expectation to 
actively utilise artificial intelligence in their future medi-
cal practice, while 16.2% disagreed.

Regarding trust within the patient-physician relation-
ship, the medical students exhibit pronounced affirma-
tive attitudes (Fig. 2). In response to the statement, “The 
patient and the physician should trust each other,” 80% of 
students strongly agreed, 16.8% agreed, 2.1% were neu-
tral, and only 1.1% disagreed. For the statement, “The 
patient should trust the physician upon consulting him/
her,” only 0.8% of students disagreed, 3% were neutral, 
while 96.2% of students agreed. Among the medical stu-
dents who participated in this study, 2.9% disagreed with 
the assertion that “The physician is required to clarify to 
the patient how he or she came to a certain conclusion.” 
Here, 8.9% were neutral, and 89.2% agreed.

Based on the provided statements, a statistically signifi-
cant difference was found among the Croatian, Slovak, 
and international students, as illustrated in Table 2. The 
international students were less likely to agree with the 
statements asserting that patients should trust the phy-
sician during consultations and must rely entirely on the 
physician’s opinion compared to Croatian and Slovak stu-
dents. Conversely, they are more inclined to agree that 
patients respect the physicians’ time, unlike their Croa-
tian and Slovak counterparts, who agreed with this to a 
lesser extent.

Trust in the healthcare system
Table  3 presents the percentage of agreement with the 
statement, “To what extent do you think users trust the 
healthcare system in the country you study in?” 40.9% 
of Croatian students believe that users do not trust the 
healthcare system, 56.9% of Slovak students agree with 
this view, while only 17.3% of international students 
share this opinion. A one-way ANOVA was conducted 
to determine whether the student groups’ perceptions 
of patient trust differed. The perception of patient trust 
in the healthcare system was statistically significantly 

Table 2  Multiple comparisons
Multiple comparisons
Tukey HSD

Mean SD Sig. Student 
group*student 
group

Mean difference, 
SD

Sig.

The patient should trust the 
physician upon consulting 
him/her

Croatian students (CS) 4.73 0.483 P < .001 CS*IS 0.296, 0.037 P < .001
Slovak students (SS) 4.73 0.550 SS*IS 0.298, 0.039 P < .001
International students (IS) 4.43 0.770

The patient must entirely 
rely on the physician’s advice

Croatian students (CS) 3.61 0.920 P < .001 CS*SS (-)0.293, 0.051 P < .001
Slovak students (SS) 3.62 0.879 CS*IS (-)0.550, 0.061 P < .001
International students (IS) 3.06 1.047 SS*IS (-)0.257, 0.063 P < .001

The physician is required to 
clarify to the patient how 
he or she came to a certain 
conclusion

Croatian students (CS) 4.53 0.712 P < .001 CS*SS (-)0.268, 0.043 P < .001
Slovak students (SS) 4.26 0.860 CS*IS 0.167, 0.051 P.003
International students (IS) 4.36 0.841

Patients are respectful of the 
physician’s time

Croatian students (CS) 2.60 0.978 P < .001 CS*SS (-)0.194, 0.058 P.002
Slovak students (SS) 2,79 1.164 CS*IS (-)0.804, 0.068 P < .001
International students (IS) 3,40 1.011 SS*IS (-)0.610, 0.072 P < .001

* The mean difference is significant at the 0.05 level

Fig. 2  Student’s attitudes toward different aspects of patient-physician relationship
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different for the different student groups, Welch’s F(2, 
106,211) = 901,153, P < .001. There was a difference in the 
mean between the Slovak students (M = 2.51, SD = 0.737), 
Croatian students (M = 2,75, SD = 0.847), and interna-
tional students (M = 3.28, SD = 0.798), which was statisti-
cally significant (P < .001). Interestingly, the international 
students believe that users trust the Slovak healthcare 
system more than Slovak students, with a mean increase 
of 0.77, 95% CI [0.64, 0.9].

Patient readiness to use AI
The construct of patient readiness consisted of the stu-
dent’s perception of patient trust in technology, adapt-
ability, digital literacy, and medical literacy. These aspects 
have been recognised as necessary for patients to be 
ready for use of technology. The range was from a mini-
mum of 4 to a maximum of 20. A score of 4 was obtained 
if the student responded to all statements with “strongly 
disagree,” up to 20 if the student responded to all state-
ments with “strongly agree”. A statistically significant dif-
ference (P < .001) in the perception of patient readiness 
was observed among Croatian, Slovak, and international 
students. The Croatian students gave, on average, the 
lowest scores for patient readiness (M = 8,40, SD = 2,814), 
followed by the Slovak students (M = 8,79, SD = 2,689), 
while the international students expressed the highest 
confidence in patient readiness to use AI technology in 
the future (M = 9,62, SD = 2,829).

Here, 59.1% of students agreed that implementing 
digital technologies will have a negative impact on the 
patient-physician relationship, at M = 3.62, SD = 1.009. 
No statistically significant difference was found based on 
student country of origin. On the other hand, there was 
a statistically significant difference of P < .001 among the 
students regarding the belief that patients will trust phy-
sicians less as more digital technologies are implemented. 
Here, 51,3% of students believe that patients will trust 
physicians less. The least agreement with the statement 
was observed among international students (M = 3.09, 
SD = 1.006), while a higher agreement was expressed 
by Slovak (M = 3.50, SD = 1.030) and Croatian students 
(M = 3.51, SD = 1.006).

The third aspect of trust focused on confidence in use. 
Here, 53.6% of students believe that if asked by a patient, 
they would be able to explain how the technology works. 

The ability to explain to patients how AI works if they 
were asked was statistically significantly different for the 
different student groups, Welch’s F(2, 856,821) = 12.294 
P < .001. International students expressed the lowest 
agreement with the statement (M = 3.09, SD = 1.215), 
while the Slovak (M = 3.41, SD = 1.048) and Croa-
tian (M = 3.47, SD = 1.096) students showed a higher 
agreement.

In the scenario (Annex I), AI was presented through 
the virtual assistant Cronko. The students were asked to 
assess how likely it was that they would react in a spe-
cific way if the diagnosis they provided significantly dif-
fered from that of the virtual assistant (AI) (Table 4). A 
statistically significant difference was found among the 
Slovak, Croatian, and international students. In this case, 
the international students expressed a lower likelihood 
of standing by their diagnostic conclusion and a higher 
mean score for rejecting their conclusion, favouring the 
AI’s opinion.

The students were also required to decide how patients 
should react if the diagnosis of the physician and AI sig-
nificantly differed (Table  5). Here, 49.4% of students 
believe that patients should seek a third (expert) opinion, 
42.1% thought that they should trust the physician, and 
7.4% believe that they should consider both diagnoses 
and decide for themselves. Only a small number thought 
that they should trust the AI (0.7%) or seek a third opin-
ion from another artificial intelligence system (0.4%).

The crosstabulation analysis revealed that international 
students, at a lower percentage, believe that patients 
should trust the physician compared to Croatian and 
Slovak students. Based on Pearson’s Chi-square test 
(χ2 = 43,731, df = 8, P < .001), it was concluded that there 
is a dependence between the student’s country of origin 
and the opinion that the patient should have trust. The 
measure of association (Cramer’s V) indicates that there 
is a statistically significant weak association between the 
variables (φ = 0.114, P < .001).

Discussion
As far as the authors are aware, this is the first study pro-
viding the perspective of Eastern European countries 
regarding the attitude of medical students on the use of 
AI in medical practice. Previous studies have focused on 
Western countries such as Germany [48–50], Switzerland 

Table 3  Student perception of trust in the healthcare system among patients
To what extent do you think users trust the healthcare system in the country you study in?

They do not trust 
the health care 
system at all

They do not trust 
the health care 
system

They neither trust 
nor distrust the 
healthcare system

They trust the 
health care 
system

They completely 
trust the health 
care system

Mean SD

Croatian students 4.8% 36.1% 38.7% 19.8% 0.6% 2,75 0,847
Slovak students 3.2% 53.7% 32.0% 10.9% 0.2% 2,51 0,737
International students 1.5% 15.8% 37.4% 43.9% 1.5% 3,28 0,798
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[37], the United Kingdom [39, 40], Canada [7, 10, 12], and 
Asian countries [11, 13, 51–58]. Although many expect 
that AI’s implementation in healthcare will occur in the 
coming years, only 44.8% of students believe they will use 
AI in the future. Here, 53.6% of students believed they 
would be able to explain to patients how AI technology 
works. Only 38.2% emphasised that they were (currently) 
familiar with the concept of AI. These results align with 
a study in Germany, where 64.3% of students expressed 
that they did not feel well-informed about AI in medicine 
[48]. It is important to note that previous research has 
observed a discrepancy between the perceived under-
standing of AI and the actual knowledge among medical 
students [9]. In the current era, medical education should 

set a goal to develop the skills that enable students to 
acquire knowledge about AI and successfully apply it in 
patient interactions, allowing them to convey informa-
tion to patients in an understandable manner [59].

The prevailing view among Croatian and Slovak stu-
dents was that users do not trust the healthcare system. 
This perception of a lack of trust aligns with research 
conducted on the general population. The EVS survey 
indicated that only 43% of Croatian citizens trust the 
healthcare system [60]. Studies have shown that a quar-
ter of the population considers the healthcare system to 
be completely ineffective, and the majority believes that 
fundamental changes are needed, with the lowest levels 
of trust being expressed by social groups with the low-
est levels of education [61]. The general level of satis-
faction with the health care system in Slovakia recently 
reached 44%. When asked “To what extent do you trust 
conventional medicine in doctors and hospitals?” Slo-
vakia fell to the bottom of the ranking with 55% of the 
population trusting conventional medicine compared to 
the European average. Looking at the reasons for Slovak 
dissatisfaction, the main reasons cited by Slovaks are the 
inability to get an appointment with a doctor (57%) and 
a bad personal or mediated negative experience with the 
care provided (51%) [62]. As previously highlighted, most 
international students come from Norway and other 
Scandinavian countries. Many studies show that trust 
in healthcare is exceptionally high in these countries 
[63–65]. Therefore, international students are expected 
to project the same perception of trust in the healthcare 
system onto the healthcare system of a different country 
outside their home country.

Table 4  Multiple comparisons - reaction to the difference in diagnosis
If your own diagnosis was very different from that sug-
gested by Cronko, how you would react?

Multiple comparisons
Tukey HSD

Mean SD Sig. Student 
group* stu-
dent group

Mean differ-
ence, SD

Sig.

I would stand by my diagnostic 
finding

Croatian students (CS) 3.50 0.929 P < .001 CS*IS 0.352, 0.062 P < .001
Slovak students (SS) 3.59 0.940 SS*IS 0.448, 0.065 P < .001
International students (IS) 3.14 1.036

I would reconsider my diagnos-
tic finding and try to confirm it 
further

Croatian students (CS) 4.36 0.835 P < .001 CS*SS 0.263, 0.051 P < .001
Slovak students (SS) 4.09 0.977 CS*IS 0.371, 0.060 P < .001
International students (IS) 3.99 1.012

I would reconsider my diagnostic 
finding and try to adjust it as 
closely as possible to Cronko’s 
diagnosis

Croatian students (CS) 2.34 1.016 P < .001 CS*SS 0.304, 0.053 P < .001
Slovak students (SS) 2.03 0.844 IS*SS 0.453, 0.066 P < .001
International students (IS) 2.49 1.067

I would reject my diagnostic find-
ing and adopt Cronko’s

Croatian students (CS) 1.45 0.788 P < .001 IS*CS 0.288, 0.053 P < .001
Slovak students (SS) 1.28 0.726 IS*SS 0.356, 0.056 P < .001
International students (IS) 1.74 0.996

* The mean difference is significant at the 0.05 level

** Cronko = AI virtual assistant from the scenario presented in the survey

Table 5  Crosstabulation of whom to trust and the country from 
which the students come
In the event that Cronko were to provide the patient with a very 
different diagnosis from the physician’s assessment, who do you 
think the patient should trust:

The 
physician

Cronko 
- algo-
rithm 
(AI)

They 
should 
consider 
both diag-
noses and 
decide for 
themselves

They 
should 
seek a third 
(expert) 
opinion

They 
should 
seek a 
third opin-
ion (from 
another 
artificial in-
telligence 
system)

Croatian 
students

45.1% 0.7% 9.% 45.1% 0.1%

Slovak 
students

40.8% 0.3% 2.9% 55.5% 0.5%

Interna-
tional 
students

37.4% 1.5% 11.7% 48.8% 0.6%
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In Croatia and Slovakia, where trust in the health-
care system is relatively low and students perceive that 
patients do not have much trust in the system, it has 
been observed that students are more likely to believe 
that patients must fully trust their physicians during 
consultations and that patients are not respectful of the 
physician’s time. The implementation of AI requires 
collaborative cooperation between the patient and the 
physician, which necessitates mutual trust and under-
standing between them [66].Trust has been defined as 
“individuals’ calculated exposure to the risk of harm from 
the actions of an influential other” [31, 67] where harm 
signifies the extent of physical and/or psychological dam-
age that can result from incorrectly calibrated trust deci-
sions [31]. However, in the physician’s use of medical AI, 
the damage primarily manifests as harm to the patient 
and directly affects the physician-patient relationship [35, 
68]. This also affects the reliability aspect and the physi-
cian’s trust in medical AI, as well as its acceptability and 
future use, which are directly related to trustworthiness.

Also, the different views of international students on 
issues of AI and medical trust may differ because these 
individuals mostly come from Western and Northern 
European countries where the shared decision-making 
model of the patient-physician relationship is strongly 
used in medical practice. The shared decision-making 
model avoids the trap of the two extremes where, on the 
one hand, the physician has a dominant role as the deci-
sion-maker and, on the other, the patient has an absolute 
position and makes the decision on his or her own. Mod-
ern medicine has moved from a paternalistic approach 
to a physician-patient partnership based on mutual dis-
cussion. It is very likely that international students from 
Western Europe are more accustomed to a system in 
which the emphasis on patient autonomy and ethical 
communication is important. The persistence of a pater-
nalistic mentality in the healthcare system is noticeable in 
some post-communist or transitional countries [69, 70]. 
Although these countries are transforming and increas-
ingly involving patients in decision-making, remnants 
of the old mentality still exist. The Slovak and Croatian 
students expressed more negative attitudes regarding 
patients respecting the time of physicians compared to 
international students. Similarly, they are more inclined 
to believe that patients should fully trust the physicians’ 
opinions. The attitudes of both Croatian and Slovak 
students towards trust between the patient and physi-
cian in the context of AI can be partly explained by the 
paternalistic model of the patient-physician relationship 
which is still to some extent present in these countries. 
Transitional countries, including Croatia and Slovakia, 
have specific cultural patterns in patient-physician com-
munication, such as a lack of information sharing and a 
paternalistic approach to the patient [71]. In the region 

of Central and South-Eastern Europe, these issues have 
not been studied systematically [71]. However, Croatian 
researchers, following the Slovakian research team [72], 
have carried out a study of patient rights, focusing on 
patient-physician communication and the informed con-
sent process [71]. The results of this study showed that 
communication during the process of obtaining informed 
consent in selected Croatian hospitals was based on the 
model of shared decision-making, but the paternalistic 
relationship was still present. We assume that due to the 
similar cultural and political background, this will prob-
ably be analogous in Slovakia, although to the best of 
our knowledge, such research has not been conducted 
recently. The case of the still existing medical paternal-
ism in Slovakia, that has started a public debate, was the 
involuntary sterilisation of Roma women, which began 
in communist Czechoslovakia and continued into the 
2000s. This case has contributed to ongoing mistrust of 
the national health system among Roma, impacting vac-
cine uptake and highlighting the need for improved com-
munication and informed consent practices [73, 74].

In cases of conflict between the judgements of the 
physician and AI, our results demonstrate that more 
than half of the medical students consider that patients 
should look for a third (expert) opinion (49.4%) or trust 
the physician (42.1%). These results are similar to a Ger-
man study [48] in which the majority (82.5%) stated that 
the physician’s decision should be followed. In such a 
disagreement, the international students were keener to 
reject their own decisions and favoured the AI than the 
Croatian and Slovak students despite frequenting and 
attending the same program as their Slovak colleagues. 
The new insights from our study represent a valuable 
contribution to the ongoing discussion [32–34] on the 
possibility of trusting medical AI from the perspectives 
of future physicians who will probably use AI in their 
everyday work.

In cases of different diagnoses, Croatian and Slovak 
students were more likely to believe that patients should 
rely on the physician’s opinion. Almost 90% of students 
think the physician must explain to the patient how they 
reached a conclusion. However, only 53.6% of students 
believe they could explain how AI technology works to 
a patient. This gap may pose a problem in healthcare due 
to inadequate explanations to patients’ and future phy-
sicians’ understanding and acceptance of AI diagnostic 
conclusions, especially when they differ. Future physi-
cians must know how to use AI, understand and interpret 
the results, be aware of all risks, and explain it to patients 
in an understandable way [75].

Strengths and limitations
Based on our knowledge, no similar research has been 
conducted focusing on Eastern Europe, specifically 
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Croatia and Slovakia, and emphasizing various aspects of 
trust that are crucial to consider in the context of medical 
AI. This study highlights the differences between medi-
cal students’ perceptions of trust and patient-physician 
relationships. The main limitation of this research was 
the sample selection which cannot be generalised due 
to its non-probabilistic nature. Due to technical and 
organisational difficulties, a convenience sample was the 
only available option. It is essential to consider that the 
research was conducted at the end of 2022 during the 
ongoing COVID-19 pandemic, which could have influ-
enced the students’ attitudes within the healthcare sys-
tem. International students filled out the questionnaire in 
English (not their first language) which could lead to mis-
interpretation or misunderstanding of specific questions.

Conclusions
This study provides insight into medical students’ atti-
tudes from Croatia, Slovakia, and international students 
regarding the role of artificial intelligence (AI) in the 
future healthcare system, with a particular emphasis on 
the concept of trust. The insights from our study repre-
sent a valuable contribution to the ongoing debate on 
the possibility of trust in medical AI from the perspec-
tive of future physicians. Students agree that physicians 
and patients must trust each other; however, they also 
believe that implementing digital technologies will nega-
tively impact the patient-physician relationship. A nota-
ble difference was observed between the three groups of 
students, with international students differing from their 
Croatian and Slovak colleagues. Croatian and Slovak stu-
dents are more inclined to believe that patients will have 
less trust in them with the implementation of AI. Also, 
they are presenting certain paternalistic views. Addition-
ally, Croatian and Slovak students exhibit higher confi-
dence in their abilities (accuracy of diagnosis, ability to 
explain how AI functions) than international students. 
This study also highlights the importance of integrat-
ing AI topics into the medical curriculum, taking into 
account national specificities that could negatively impact 
AI implementation if not carefully addressed. Increasing 
explainability and trust through education about AI will 
contribute to better acceptance in the future, as well as to 
a stronger relationship between patients and physicians.
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