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Abstract 

Background  It has been argued that ethics review committees—e.g., Research Ethics Committees, Institutional 
Review Boards, etc.— have weaknesses in reviewing big data and artificial intelligence research. For instance, they 
may, due to the novelty of the area, lack the relevant expertise for judging collective risks and benefits of such 
research, or they may exempt it from review in instances involving de-identified data.

Main body  Focusing on the example of medical research databases we highlight here ethical issues around de-iden-
tified data sharing which motivate the need for review where oversight by ethics committees is weak. Though some 
argue for ethics committee reform to overcome these weaknesses, it is unclear whether or when that will happen. 
Hence, we argue that ethical review can be done by data access committees, since they have de facto purview of big 
data and artificial intelligence projects, relevant technical expertise and governance knowledge, and already take 
on some functions of ethical review. That said, like ethics committees, they may have functional weaknesses in their 
review capabilities. To strengthen that function, data access committees must think clearly about the kinds of ethical 
expertise, both professional and lay, that they draw upon to support their work.

Conclusion  Data access committees can undertake ethical review of medical research databases provided they 
enhance that review function through professional and lay ethical expertise.
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Background
Medical research databases—collections of health infor-
mation stored for the purpose of research—are an impor-
tant mechanism by which artificial intelligence (AI) is 
trained on healthcare data [1–3].1 Databases may contain 
identifiable patient information and, depending on the 
type in question, could hold a variety of medical informa-
tion, for instance, genomic data, electronic care records, 
medical images, etc. To protect individual data subjects’ 
confidentiality, however, data controllers generally de-
identify data prior to sharing it for research. Insofar as 
de-identifying data is thought to reduce risks to patient 
privacy, it also limits the need, in many jurisdictions, for 
ethical review prior to distribution [8–11].

Sharing de-identified medical data for AI research 
can still raise ethical concerns, however. Studies have 
shown [12–15], for instance, that multiple ethical issues 
can arise as a result of the downstream applications of 
AI. Consequently, there is need for ethical oversight of 
research using data from medical research databases, 
even when data is de-identified.2

Seemingly, ethics review committees—e.g., Research 
Ethics Committees (RECS) in the UK, Institutional 
Review Boards (IRBs) in the USA, etc.—are well placed 
to undertake this ethical oversight. As Ferretti et al. have 
argued, however, ethics committees may be “function-
ally weak” in reviewing big data and AI research due to 
commonly lacking expertise for assessing the collective 
risks and benefits of such research [10]. In addition, they 
may have “purview weaknesses” as exemptions to ethical 
oversight are often available for projects using de-identi-
fied data. Several authors have therefore argued for ethics 
committee reform, so that they might develop purview 
and functional strengths for reviewing such research 
[10, 11, 16]. Pending any reforms, we ask: how else might 
ethical oversight be provided? We argue here that such 
work can be done by data access committees (DACs). 
DACs, we argue, are an appropriate mechanism for ethi-
cal review of research applications to medical research 
databases as they have de facto purview of big data and 
AI projects alongside relevant technical expertise and 
governance knowledge. As will be shown, they also often 
take on functions of ethical review. However, like eth-
ics committees, they may have functional weaknesses in 
relation to ethical review. To strengthen that function, we 
suggest data access committees must think clearly about 
their membership structures, and the kinds of ethical 

expertise they solicit to guide the review process. Most 
notably, DACs should be mindful to include independent 
ethical experts, both professional (e.g., bioethicists, data 
ethicists, etc.) and lay (in the form of patient and public 
involvement [PPI]).

To make our case we examine the ethical challenges of 
sharing de-identified medical data via research databases. 
In doing so, we distinguish between two types of chal-
lenges: “upstream” ethical issues impacting individual 
data subjects’ interests (and which are well protected by 
existing governance mechanisms), and “downstream” 
issues impacting collective interests (and which are less 
well protected). Following that, we make the case for 
DACs as a strategic mechanism for ethical review regard-
ing the latter, highlighting the importance of independent 
ethical expertise in the process.

Main text
Ethical challenges of sharing de‑identified data
Multiple jurisdictions (e.g., the United Kingdom, the 
United States, Australia, the Netherlands) permit de-
identified data sharing from medical research databases 
with limited or exempted ethical review [9, 13, 17]. 
As Scott et  al. note, such review can include multiple 
approaches, such as “informing the committee of the pro-
ject (e.g. by submitting an exemption form) but not sub-
mitting an application for review”; “some form of partial 
or expedited review”; or “bypassing review by an ethics 
committee completely before commencing the research 
project” [9]. The reasons for this are well grounded from 
a research ethics perspective. When data is de-identified, 
it is understood to reduce risks to data subjects’ privacy 
[8]. Insofar as a core purpose of research ethics oversight 
is to protect such interests [18, 19], the need for review is 
often seen to be obviated.

Many have questioned the degree to which de-iden-
tification protects data subjects in an era of big data 
due to the potential for re-identification [3, 8, 20]. Even 
where data is robustly de-identified, however, research-
ers intending to use such data may still encounter ethi-
cal issues in their research. For instance, secondary uses 
of data often entail ethical issues around collective rather 
than individual interests [6, 16, 18]. Hence, it has been 
argued that de-identified medical data sharing should 
be governed by a public health framework, in which the 
focus is on maximising public benefit and minimising 
collective harms, as opposed to a research ethics frame-
work in which the focus is on individual risk protection 
through consent forms, confidentiality agreements, per-
sonal information sheets, etc., and which are the spe-
cialty of RECs [18].

The downstream risks of de-identified medical data 
sharing depend on a variety of factors, such as the kind of 

1  “Research database” is the term favoured by the UK’s Health Research 
Authority [4]. However, they may go under a variety of other names, such as 
health data repositories, registries, databanks, datalakes, etc. [3, 5–7].
2  We focus here on ex ante or anticipatory ethical review, though much of 
what can be said would also apply to ex post review.
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data (including linked data) being shared, who it is shared 
with, the purposes for which it is shared, and the specific 
community interests affected by the research outcomes. 
That said, general issues have been raised in recent years, 
particularly around the possibilities of commercialisation 
and bias.

In relation to the sharing of pathology image data, for 
instance, such research could exacerbate health inequali-
ties through the privatisation of diagnostic knowledge 
and technologies [21]. This is a possibility for medical 
AI research in general insofar as researchers are com-
monly expected to be commercial organisations, includ-
ing large technology companies, since they are the ones 
who possess the advanced engineering expertise and 
technical resources for bringing medical AI research 
to market and to clinic in a usable form. As Mittelstadt 
points out, however, there can be tensions between medi-
cal and commercial AI research due to the lack of “com-
mon aims and fiduciary duties” [21]. Whereas medicine 
has long developed professional duties and codes of con-
duct to facilitate the goal of improving health, the same is 
not necessarily true of AI, especially in the private sector, 
where profit incentives may provide a conflict of interest 
with public health benefits and where AI may, as Spector-
Bagdady shows, not be held to the same standard of regu-
lation [6].

The potential for monopolies and unequal distribu-
tion of healthcare as a result of proprietary knowledge 
and tools is not the only avenue for downstream health 
inequalities, for an additional way is through bias. Often 
AI bias is understood as datasets that are unrepresenta-
tive in terms of relevant demographic and clinical crite-
ria (e.g., health status, age, ethnicity, gender, geographical 
location, etc.). Multiple authors have noted the impact 
bias may have for community interests [22, 23]. As Hao 
notes, however, “bias can creep in long before the data 
is collected as well as at many other stages of the deep-
learning process” [24]. For instance, it can be found in 
how researchers frame the questions, problems, or cat-
egories of research, in how they determine cohort selec-
tions in a database, in how they decide what linked data is 
relevant, and in how they adjust an algorithm’s weights to 
improve its predictive accuracy. For instance, Obermeyer 
et  al. [25] found that a US healthcare algorithm, which 
used historical healthcare costs as a proxy for healthcare 
needs, wrongly classified African Americans as being at 
lower risk due to having historically lower costs when 
compared to white Americans. The system affected mil-
lions of people and perpetuated racial prejudice by label-
ling African Americans as requiring less medical care. 
Though the data here was to some degree biased, so too 
was the framing of the research and was only improved 
when the proxy measure was removed.

Ethical oversight through DACs
To maximize benefits of data sharing while protecting 
against downstream harms, ethical review of research 
applications to medical research databases is needed. 
By “ethical review” we mean oversight through ethical 
reflection by persons with some form of “ethical exper-
tise” but no conflict of interest in the research.

Ordinarily, ethics review committees provide that over-
sight. As mentioned, however, de-identified data sharing 
from medical research databases may be exempt from 
ethical review due to the limited risks to individual inter-
ests that anonymity brings.3 Even when ethics commit-
tees undertake review of research projects, however, they 
may still have what Ferretti et  al. call “functional weak-
nesses” in reviewing big data and AI research [10]. Ethics 
committees are strong when undertaking ex ante review 
of traditional biomedical research (e.g., clinical trials, 
longitudinal cohort studies, etc.). Here research subjects 
are directly involved in data collection, demanding ethi-
cal protections in the form of consent, confidentiality, 
etc. Research ethics committees have a strong history 
of protecting human subjects’ interests in this way. They 
are less well equipped, however, for overseeing potential 
downstream harms, largely due to a perceived lack of rel-
evant expertise for judging collective benefits and risks 
for big data and AI based research [10, 16].

The above weaknesses suggest an “ethics oversight gap” 
for big data and medical AI research. Responding to that 
gap, several authors have argued for the need for ethics 
committee reform [10]. Since it is not clear whether and 
when such reforms may happen, however, we argue that 
data access committees (DACs) could provide an alterna-
tive site for that ethical review. Unlike ethics committees, 
DACs generally have technical expertise and governance 
knowledge around data sharing, making them well-suited 
for navigating the growing complexities of big data and 
AI research. Moreover, as data access managers, requests 
for de-identified medical data come through them by 
default. Though not all DACs operate the same way, 
empirical research by Shabani et  al. also suggests that 
many DACs already take ownership of a range of ethi-
cal duties, including providing oversight of downstream 
ethical issues by restricting or flagging culturally or 
politically controversial uses of data (such as those going 
counter to prevailing social norms) [27, 28]. In summary, 
then, DACs are an appropriate site for review, insofar as 
they have de facto purview, functional strengths in the 
governance of big data and AI research generally, and 

3  As Bernstein et al. point out  [26], such exclusions may apply whether data 
is de-identified or not, as in the case of IRBs in the USA, where such assess-
ments are considered outside the purview of the board.
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because they often already take on informal responsibili-
ties for ethical review.

Since not all DACs operate the same way, however, 
there is need for general advocacy for medical DACs 
to take on responsibilities for ethical review where that 
is not already the case. Insofar as they do that, it is also 
important to note the need for strengthening the review 
process. This is because, like RECs, DACs face limita-
tions in their capacity for ethical review. As Cheah and 
Piasecki put it, DACs are in danger “of underestimating 
or misidentifying potential harms to data subjects and 
their communities” as they “do not necessarily know 
what these group harms will be” [29]. Given potential 
functional weaknesses in terms of judging downstream 
risks and benefits, DACs should be mindful that they 
seek relevant ethical expertise to guide their reflections.

The question of what constitutes ethical expertise is 
a long standing one [30–32]. Though research has not 
explicitly addressed that question vis-à-vis medical AI 
research, it has made the case for such expertise in medi-
cal research generally. Inspired by that work, we recog-
nise that ethical expertise is possible and desirable for AI 
research, and that such expertise can take multiple forms, 
including independent professional ethicists (e.g., bioeth-
icists, legal scholars, critical data scholars, social scien-
tists, etc.) and lay stakeholders (e.g., PPI).4 Murtagh et al. 
[34] have discussed the relevance such interdisciplinary 
expertise has for responsible data sharing, arguing that, 
since big data and AI projects are complex, they require 
a variety of disciplinary and non-disciplinary experts to 
fulfil important roles such as providing understandings 
of laws and regulations (in the case of legal scholars), or 
highlighting relevant contextualising factors that impact 
research trajectories (in the case of social scientists), etc.

DACs need to specify for themselves the expertise they 
require for making judgments about data access requests. 
Prima facie, however, the inclusion of lay participants 
may appear more challenging than professional contribu-
tors. The reason comes from the status of professional 
versus lay expertise in relation to medical AI research 
generally. Although there is a robust body of professional 
research in critical algorithm studies and medical AI 
ethics [14, 35] legitimizing the notion that an emergent 
disciplinary expertise exists on the ethics of medical AI, 
there is a relative lack of public awareness and under-
standing of AI and of its relevance to health research 

[36]. Related to that, there is also what one might call a 
“participation deficit” for lay contributors in medical AI 
research generally, partly due to the novelty of its appli-
cation, which mirrors a more general participatory gap 
regarding the use of AI in society [37].

Though we recognize that public understanding and 
engagement around medical AI may be constrained due 
to the novelty of its application in society, this does not 
mean, however, that lay participation on DACs should be 
overlooked. The benefits of lay representatives in health 
research are well known [38], suggesting a prima facie 
duty for their inclusion on DACs. Indeed, Health Data 
Research UK have argued that this should be standard 
practice [39]. That said, the lack of clarity around what 
constitutes lay AI ethics expertise or the relevance of lay 
members to nuanced decision making around data shar-
ing for AI research means further justification is needed. 
Hence, we highlight here important procedural and sub-
stantive justifications in relation to medical AI research.

Public involvement on DACs
PPI can have value for evidencing procedural fairness 
insofar as it includes healthcare stakeholders in the deci-
sion-making processes around health. This procedural 
value is important for the ethical oversight of research 
databases, for if one of the goals of DACs is to maxim-
ise the utility of data for public benefit, the question of 
what constitutes public benefit is one that, procedurally, 
requires broad public deliberation to determine. Multiple 
mechanisms exist for deliberating about collective val-
ues for AI, from online crowd sourcing to citizen forums 
[40–42]. Public involvement is a long-standing comple-
mentary mechanism to those processes and can continue 
to be useful within the specific local contexts of research 
applications. Lay representation on DACs is one way 
that deliberation can occur for the sake of medical data 
sharing.

Procedural fairness in decision-making may also have 
implications for the trustworthiness of database research. 
As Kerasidou notes, trustworthiness means an individ-
ual or organisation evidencing that their decisions are 
in the best interests of another [43]. Trustworthiness 
thus shifts the burden of public confidence away from 
the public toward organisations, which must prove they 
are worthy of trust. Trustworthiness in regard to medi-
cal AI research can be shown by developing algorithms 
that are lawful, ethical, and robust [44]. Public partici-
pation in the reviewing process can further engender 
that trustworthiness by ensuring that representatives 
with shared public interests have voice in the decision-
making process (which is important where commercial 
involvement gives reason to question the priorities of 
the researchers involved). It thereby provides confidence 

4  Downstream impacts of research may be impacted as much by research 
quality as research ethics. For instance, a study by Wong et al.  [33] shows 
how a poorly validated proprietary sepsis prediction model implemented in 
the US predicted onset of sepsis in a way that was “substantially worse” than 
was reported by its developer. Hence, ethical reflection may also be sup-
ported by a range of disciplinary expertise in AI and medicine, and not just 
professional ethicists or lay contributors.
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that downstream collective interests have been taken 
into consideration, which relates to PPI’s substantive 
contributions.

PPI has substantive value for medical AI research 
insofar as it can explicate potential collective interests 
at stake in research applications. Such contributions are 
relative, however, to the different knowledge and experi-
ence PPI members bring. At its broadest level, this means 
patients and publics. According to Fredriksson and Trit-
ter, patients and publics, though often conflated, bring 
distinct contributions to PPI discussions: patients offer-
ing “sectional” insights based on their experiences as 
health service users, publics providing a broader societal 
perspective based on their civic understanding [45].

When examined more closely, however, it becomes 
apparent that PPI members represent a diverse range 
of subject positions and collective interests. These may 
include the general interests of patients as a whole, the 
specific interests of particular patient communities (such 
as cancer patients), the interests of community groups 
defined by demographic characteristics (such as ethnic-
ity, age, or gender), and the broader interests of citizens 
[40]. The reason they can do this is because they have 
cultural knowledge about collective interests, which 
provides them with acquired vigilance allowing them 
to anticipate relevant community harms and benefits. 
This vigilance regarding community risks and benefits 
means they are well placed to anticipate how novel forms 
of research may impact them. Regarding applications 
to medical research databases, such “ethical expertise” 
regarding anticipatory harms and benefits can be used to 
reflect on possible community impacts, clarify commu-
nity needs and preferences, and thus guide researchers in 
how to avoid them.

Further questions
There are challenges, however, with DACs taking on 
the functions of ethics review and of the role of PPI in 
that process. It may be argued, for instance, that not 
all DACs possess sufficient capacity for such review. 
Some smaller research groups, for instance, comprise 
of only one or two people, such as a PI or a post-doc-
toral researcher, who manage the data access requests 
[46, 47]. Such groups may lack the ability to outsource 
ethical review and there could be a conflict of inter-
est if members undertook the review themselves. 
Such groups may benefit from alternative approaches, 
therefore. It has been suggested [48], for instance, that 
central DAC infrastructures could be developed via 
funding agencies to provide that support. Alternatively, 
ethical review for smaller DACs might be shifted on to 
the data applicant, who would provide evidence of hav-
ing gone through independent ethical review prior to 

application. The example of smaller research groups is 
a special case, requiring further deliberation. That issue 
notwithstanding, appropriately resourced DACs, i.e., 
those associated with research consortia or institutes, 
can nonetheless provide a profitable means for filling in 
the gap left by ethics committees.

It may also be argued that there are alternatives ways 
in which to address the ethics oversight gap, which could 
obviate the need for DACs in this regard. Bernstein 
et al. [26] provide a promising example of an alternative 
approach in what they call an “Ethics and Society Review 
board,” which is an ad hoc panel devised at Stanford Uni-
versity for the purpose of reviewing the downstream 
impacts of research. Additionally, ethics awareness 
training might be provided to raise AI developers’ ethi-
cal competencies so that it can inform their work. For-
tunately, building ethical reflection into the medical AI 
research pipeline is not an either/or situation. Moreover, 
given the complexity of medical AI research, as well as the 
multiple contexts in which it occurs (involving universi-
ties, hospitals, and commercial organisations to different 
degrees), it is desirable to have multiple means available. 
DACs, however, are complementary to that and are well 
placed for providing formal oversight (of the kind usu-
ally reserved for RECs) insofar as they are already well-
established, have purview over large amounts of medical 
AI research globally, have strengths in governance and 
data sharing, and already take on some functions of ethi-
cal review. They therefore could be more easily adapted 
and capitalised on, when contrasted with ad hoc panels, 
which would take time to implement at scale.

Regarding bringing lay representation onto DACs, that 
could also raise similar kinds of challenges that have been 
discussed about PPI in other areas. For instance, there is 
the impracticality of representing all community inter-
ests. There is a variety of stakeholders to AI, but it would 
be unrealistic to survey all interest groups for every data 
access request. DACs would have to determine mem-
bership structures for themselves, though we recognise 
that there will be times when broad patient and public 
involvement will suffice to provide oversight on collec-
tive interests, and there will be times when more specific 
community input will be needed. It would be the respon-
sibility of DACs to be alert to the kind of help that is 
needed and when.

Another issue concerns how to mediate conflict of 
interests. It is possible PPI members will understand ben-
efits and risks differently. Here we suggest that diversity 
of viewpoints does not preclude publics from reaching 
compromise. Insofar as PPI representatives inhabit mul-
tiple subject positions, they are able to move beyond sec-
tional interests and recognise the need for trade-offs in 
the service of a wider public good.
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Perhaps most importantly is the advisory nature of 
public involvement in general, which often entails the 
possibility for “involvement tokenism,” that is, using PPI 
as a check box exercise. What “good” public involvement 
looks like is an ongoing research question [49, 50]. To 
guard against the ever-present possibility of tokenism, 
however, we suggest DACs provide opportunities for 
devolved decision-making to PPI members, for instance, 
by ensuring all members, including lay members, carry 
equal weight when deciding whether applications pro-
ceed, are rejected, or are sent back for revision.

Conclusion
Medical research databases are an important means by 
which AI is trained on health data.Given that researchers 
may face ethical issues in the application of their work, 
pre-emptive ethical oversight of research applications is 
important. Ethics review committees, however, may lack 
purview or functional strengths when it comes to review-
ing big data and AI based medical research. In lieu of eth-
ics committee reforms, DACs are a viable alternative, and 
are in some ways better placed than ethics committees 
due to de facto purview strengths, technical and govern-
ance expertise, and general duties for scientific and ethi-
cal review. That said, like RECs, DACs may still exhibit 
potential functional weakness in their capacity for ethi-
cal expertise. Hence, it is recommended that they solicit 
input in the form of professional and lay ethical experts 
to strengthen that function. The inclusion of lay partici-
pants may appear more challenging than professional 
contributors, however, due to a lack of public awareness 
and understanding of AI and a general “participation def-
icit” for lay contributors in medical AI research. None-
theless, lay members should continue to be an important 
cornerstone of ethical reflection due their procedural and 
substantive contributions.
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